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Abstract. We consider repeated games where at any period each player knows
only his set of actions and the stream of payoffs that he has received in the past. He
knows neither his own payoff function, nor the characteristics of the other players
(how many there are, their strategies and payoffs). In this context, we present
an adaptive procedure for play — called “modified-regret-matching” — which is
interpretable as a stimulus-response or reinforcement procedure, and which has the
property that any limit point of the empirical distribution of play is a correlated
equilibrium of the stage game.

1 Introduction

Werner Hildenbrand has repeatedly emphasized the usefulness, conceptual
and technical, of carrying out equilibrium analysis by means of distributional
notions. For social situations modelled asN -person games, the concept of cor-
related equilibrium, an extension of Nash equilibrium introduced by Aumann,
can be viewed in a most natural way as imposing equilibrium conditions on
the distribution of action combinations of the different players. Correlated
equilibrium will be the subject of the current paper, and the style of our
analysis should not surprise anybody familiar with Hildenbrand’s research.

This paper continues the study of Hart and Mas-Colell [2000], where the
notion of correlated equilibrium and that of approachability by means of sim-
ple “rules of thumb” or “adaptive procedures” of play were linked. We showed
there that if a game is repeatedly played and the players determine their stage
probabilities of play according to a procedure called “regret-matching,” then
the empirical distribution of play converges with probability one to the set

� Dedicated with great admiration to Werner Hildenbrand on his 65th birthday.
Previous versions of these results were included in the Center for Rationality Dis-
cussion Papers #126 (December 1996) and #166 (March 1998). We thank Dean
Foster for suggesting the use of “modified regrets.” The research is partially sup-
ported by grants of the Israel Academy of Sciences and Humanities; the Spanish
Ministry of Education; the Generalitat de Catalunya; CREI; and the EU-TMR
Research Network.
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of correlated equilibria of the given game. Regret-matching means that if at
period t player i has taken action j, then the probability of playing another
action k at time t+1 will be proportional to the “regret for not having played
k instead of j,” which is defined simply as the increase, if any, in the average
payoff that would result if all past plays of action j were replaced by action
k (and everything else remained unaltered).

The implementation of regret-matching by a player requires that player to
observe the actions taken by all players in the past. But that is not all. The
player should also be able to carry out the thought experiment of computing
what his payoffs would have been, had his actions in the past been different
from what they really were. For this he needs to know what game he is playing
(or, at the very least, his own payoff function).

In this paper we will show that this level of sophistication and knowl-
edge is not really necessary to obtain correlated equilibria. We shall modify
the regret-matching procedure in such a way that the play probabilities are
determined from the actual realizations only. Specifically, each player only
needs to know the payoffs he received in past periods. He need not know the
game he is playing — neither his own payoff function nor the others players’
payoffs; in fact, he may well be oblivious of the fact that there is a game at
all. The procedure that we shall examine is a “stimulus-response” or “rein-
forcement” procedure, in the sense that a relatively high payoff at period t
will tend to increase the probability of playing at period t+1 the same action
that was played at t.

In Section 2 we present the basic model and state our results. Section 3
contains some further discussions, and the proofs are given in Section 4.

To summarize: We consider repeated games where each player knows only
his set of available choices (but nothing about the other players), and observes
only his own actually realized payoffs. We exhibit simple strategies of play
whereby the long-run frequencies of the various action combinations being
played are tantamount to a correlated equilibrium. Of course, this sophisti-
cated “macro”-picture that emerges cannot be seen at the individual level.
This is a conclusion, we trust, with which Werner Hildenbrand can truly
sympathize.

2 Model and results

We consider finite N -person games in strategic (or “normal”) form. The set
of players is a finite set N, the action1 set of each player i ∈ N is a finite set
Si, and the payoff function of i is ui : S → R, where2 S :=

∏
�∈N S�. We will

denote this game
〈
N, (Si)i∈N , (ui)i∈N

〉
by Γ.

1 To avoid confusion, we will use the term “action” for the one-shot game, and
“strategy” for the multi-stage game.

2
R denotes the real line.
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A correlated equilibrium — a concept introduced by Aumann [1974] —
is nothing other than a Nash equilibrium where each player may receive a
private signal before the game is played (the signals do not affect the payoffs;
and the players may base their choices on the signals received). This may be
equivalently described as follows: Assume that the signal of each player i is
in fact a “play recommendation” si ∈ Si, where the N -tuple s =

(
si

)
i∈N

is selected (by a “device” or “mediator”) according to a commonly known
probability distribution. A correlated equilibrium results if each player real-
izes that the best he can do is to follow the recommendation, provided that
all the other players do likewise.

Equivalently, a probability distribution ψ on the set S of action N -tuples
(i.e., ψ (s) ≥ 0 for all s ∈ S and

∑
s∈S ψ (s) = 1) is a correlated equilibrium

of the game Γ if, for every player i ∈ N and every two actions j, k ∈ Si of i,
we have ∑

s∈S:si=j

ψ (s)
(
ui

(
k, s−i

)
− ui (s)

)
≤ 0, (1)

where s−i ∈ S−i :=
∏

� �=i S
� denotes the action combination of all players

except i (thus s =
(
si, s−i

)
). The inequality (1) (after dividing the expression

there by
∑

s∈S:si=j ψ (s)) means that when the recommendation to player i is
to choose action j, then choosing k instead of j cannot yield a higher expected
payoff to i. Finally, a correlated ε-equilibrium obtains when 0 is replaced by
ε on the right-hand side of (1).

Now assume that the game Γ is played repeatedly in discrete time t =
1, 2, .... Denote by si

t ∈ Si the (realized) choice of player i at time t, and put
st = (si

t)i∈N ∈ S. The payoff of player i in period t is denoted U i
t := ui(st).

The basic setup of this paper assumes that the information of each player
i consists just of his set of available choices Si. He does not know the game
Γ ; in fact, he does not know how many players there are besides himself,3

what their choices are and what the payoff functions (his own as well as the
others’) are. The only thing player i observes is his own realized payoffs and
actions. That is, in determining his play probabilities at time t+1, player i’s
information consists of his own realized payoffs U i

1, U
i
2, ..., U

i
t in the previous

t periods, as well as his actual actions si
1, s

i
2, ..., s

i
t there.

In Hart and Mas-Colell [2000] — henceforth [HM]— we introduced regret-
matching procedures. These are simple adaptive strategies where the play
probabilities are proportional to the “regrets” for not having played other
actions. Specifically, for any two distinct actions j �= k in Si and every time
t, the regret of i at t from j to k is

Ri
t (j, k) :=

[
Di

t (j, k)
]+ ≡ max

{
Di

t (j, k) , 0
}
, (2)

3 Perhaps none: it could be a game against Nature.
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where
Di

t (j, k) :=
1
t

∑
τ≤t:si

τ=j

(
ui

(
k, s−i

τ

)
− ui (sτ )

)
. (3)

This is the change in the average payoff of i that would have resulted if he
had played action k every time in the past that he actually chose j. Rewriting
this as

Di
t (j, k) =

1
t

∑
τ≤t:si

τ=j

ui
(
k, s−i

τ

)
− 1
t

∑
τ≤t:si

τ=j

ui (sτ )

shows that player i can compute the second term: it is just (1/t)
∑

τ≤t:si
τ=j U

i
τ .

But i cannot compute the first term, since he knows neither his own payoff
function ui nor the choices s−i

τ of the other players.
Therefore we replace the first term by an “estimate” that can be computed

on the basis of the available information; namely, we define

Ci
t (j, k) :=

1
t

∑
τ≤t:si

τ=k

pi
τ (j)
pi

τ (k)
U i

τ − 1
t

∑
τ≤t:si

τ=j

U i
τ , (4)

where pi
τ denotes the play probabilities at time t (thus pi

τ (j) is the probability
that i chose j at period τ); these probabilities pi

τ are defined below (they will
indeed depend only on U i

1, ..., U
i
t ). As in (2), the modified regrets are then

Qi
t (j, k) :=

[
Ci

t (j, k)
]+ ≡ max

{
Ci

t (j, k) , 0
}
. (5)

In words, the modified regret for not having used k instead of j measures the
difference (strictly speaking, its positive part) of the average payoff over the
periods when k was used and the periods when j was used. In addition, the
payoffs of these periods are normalized in a manner that, intuitively speaking,
makes the length of the respective periods comparable.4

Next we define the play probabilities, based on these modified regrets.
Recall the regret-matching procedure of [HM]: If j := si

t is the action chosen
by i at time t, then the probability of switching at time t + 1 to another
action k �= j is proportional (with a fixed factor 1/µ) to the regret from
j to k; with the remaining probability, the same action j is chosen again.
Here we shall make two changes relative to [HM]. First, we need to guarantee
that the sum of the proposed probabilities does not exceed one; multiplying
the modified regrets by a factor 1/µ (which we still do) does not suffice

4 For instance, if the probability of k being chosen is always twice that of j, then in
the long run k will be played twice as often as j. So, in order to compare the sum
of the payoffs over those periods when j is played with the parallel sum when k is
played, one needs to multiply the k-sum by 1/2. When the probabilities change
over time, Formula (4 ) uses the correct normalization: the difference between
the regrets and the modified regrets has conditional expectation equal to 0 (see
Step 10(i) and the Proof of Step 11(iii) in Section 4).
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because the modified regrets are not bounded.5 Second, we need every action
to be played with some minimal frequency.6 Thus we shall require that the
transitions “tremble” over every action.

Let therefore µ > 0 be a sufficiently large number; as in [HM], it suffices to
take µ so that µ > 2M i

(
mi − 1

)
for all i, where mi :=

∣∣Si
∣∣ is7 the number of

actions of i, and M i is an upper bound on
∣∣ui (s)

∣∣ for all s ∈ S. Let 0 < δ < 1,
and define the play probabilities of player i at time t+ 1 by

pi
t+1 (k) := (1 − δ) min

{
1
µ
Qi

t (j, k) ,
1

mi − 1

}
+ δ

1
mi
, for k �= j; and

(6)

pi
t+1 (j) := 1 −

∑
k∈Si:k �=j

pi
t+1 (k) ,

where j := si
t is the choice of i in (the previous) period t. As for the first

period, the play probabilities at t = 1 are given by an arbitrary strictly
positive vector pi

1 ∈ ∆
(
Si

)
; for simplicity, assume that pi

1 (j) ≥ δ/mi for all
j in Si.

Formula (6) says that pi
t+1 is a weighted average of two probability vectors

(note that pi
t+1 (j) = (1 − δ)

(
1 −

∑
k �=j min

{
Qi

t (j, k) /µ, 1/
(
mi − 1

)})
+

δ/mi). The first, with weight 1 − δ, is given by the modified regrets in a
manner similar to [HM, Formula (2.2)] (note that taking the minimum with
1/

(
mi − 1

)
guarantees that the resulting sum does not exceed 1). The second

term, with weight δ, is just the uniform distribution over Si: each k ∈ Si has
equal probability 1/mi. This “uniform tremble” guarantees that all probabil-
ities at time t+ 1 are at least δ/mi > 0.

Putting (4), (5) and (6) together implies that pi
t+1 depends only on the

previously realized payoffs U i
1, ..., U

i
t and play probabilities pi

1, ..., p
i
t. There-

fore, by recursion, pi
t+1 does indeed depend only on U i

1, ..., U
i
t .

Let8 zt ∈ ∆ (S) be the empirical distribution of play up to t; that is, for
every s ∈ S,

zt (s) :=
1
t
|{τ ≤ t : sτ = s}|

is the relative frequency that the N -tuple of actions s has been played in the
first t stages.
5 Notice that there is no a priori lower bound on the probabilities appearing in

the denominators.
6 Roughly speaking, one needs this exogenous statistical “noise” to be able to

estimate the contingent payoffs using only the realized payoffs (recall the first
term in the modified regret). In fact, this is quite delicate, since the actions of
the other players are never observed.

7 We write |A| for the number of elements of a finite set A.
8 We write ∆ (A) :=

{
p ∈ R

A
+ :

∑
a∈A p(a) = 1

}
for the set of probability distribu-

tions over the finite set A.
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Our first result is:

Theorem 1. For every ε > 0 there is a δ0 ≡ δ0 (ε) > 0 such that for all
δ < δ0, if every player i plays according to adaptive procedure (6), then the
empirical distributions of play zt converge almost surely as t→ ∞ to the set
of correlated ε-equilibria of the game Γ .

Thus: for almost every trajectory, zt is close to a correlated ε-equilibrium
for all large enough t; equivalently, zt is a correlated 2ε-equilibrium from some
time on (this time may depend on the trajectory; the theorem states that,
with probability one, it is finite). As in the Main Theorem of [HM], note that
the convergence is not to a point, but to a set ; that is, the distance to the set
goes to 0. Finally, we remark that both µ and δ can be taken to be different
for different players.

To obtain in the limit correlated equilibria — rather than correlated ap-
proximate equilibria — we need δ to decrease to 0 as t increases. A simple
way to do this is to replace δ in (6) by δ/tγ , where γ is a number strictly
between 0 and9 1/4. Thus, we now define

pi
t+1 (k) :=

(
1 − δ

tγ

)
min

{
1
µ
Qi

t (j, k) ,
1

mi − 1

}
+
δ

tγ
1
mi
, for k �= j; and

(7)

pi
t+1 (j) := 1 −

∑
k∈Si:k �=j

pi
t+1 (k) ,

where, again, j := si
t is the choice of i in period t. At t = 1, let pi

1 be an
arbitrary vector in ∆

(
Si

)
with pi

1 (j) ≥ δ/mi for all j in Si. The second
result is:

Theorem 2. If every player i plays according to adaptive procedure (7), then
the empirical distributions of play zt converge almost surely as t→ ∞ to the
set of correlated equilibria of the game Γ .

We have chosen the particular type of sequence δt := δ/tγ for simplicity
and convenience only. What matters is, first, that δt converge to 0, and sec-
ond, that it do so sufficiently slowly (otherwise the modified regrets Ci

t may
become too large; recall that the probabilities pi

t, which are bounded from
below by δt−1/m

i, appear in the denominators). This explains the need for
an upper bound on γ (it turns out that γ < 1/4 suffices; see the proof in
Section 4). Moreover, we note that one may well take different sequences δi

t

for different players i (cf. the Remark at the end of Section 4).

9 The reason for this restriction will be explained below.
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3 Discussion

(a) Reinforcement and stimulus-response

The play procedures of this paper can be interpreted as “reinforcement” or
“stimulus-response” procedures (see, for example, Bush and Mosteller [1955],
Roth and Erev [1995], Borgers and Sarin [1995], Erev and Roth [1998], Fu-
denberg and Levine [1998, Section 4.8]). Indeed, the behavior of our players is
very far from the ideal of a sophisticated decision-maker that makes optimal
decisions given his (more or less well-formed) beliefs about the environment.
The behavior we postulate is, in fact, much closer to the model of a reflex-
oriented individual that, from a very limited conception of the world in which
he lives, simply reacts to stimuli by reinforcing those behaviors with “plea-
surable” consequences.

In order to be specific and to illustrate the above point further, let us
assume that the payoffs are positive and focus on the limit case of our pro-
cedure where probabilities are chosen in exact proportion to the modified
regrets (5). Suppose that player i has played action j at period t. We then
have for every k �= j:

• if Qi
t(j, k) > 0 then Qi

t+1(j, k) < Qi
t(j, k); and

• if Qi
t(j, k) = 0 then Qi

t+1(j, k) = 0.

Thus all the modified regrets decrease (or stay null) from t to t+1. Hence the
probability of choosing j at t+ 1 gets “reinforced” (i.e., increases relative to
the same probability at t) by the occurrence of j at t, while the probabilities
of the other actions k �= j decrease. Moreover, as can easily be seen from
Definitions (4) and (5), the higher the payoff obtained at time t (when j was
played), the greater this reinforcement. Finally, all these effects decrease with
time — since we average over t in (4).

(b) Related work

There is by now a substantive body of work on not fully optimal behavior
in repeated games (see for instance the book of Fudenberg and Levine [1998]).
In particular, strategies that lead to the set of correlated equilibria have been
proposed by Foster and Vohra [1997] and by Fudenberg and Levine [1999].
There is also an older tradition, beginning with Hannan [1957], that focuses
on another form of regrets (of an “unconditional” kind — see (c) below)
and on strategies that asymptotically take them down to zero. Clearly, our
work (here and in Hart and Mas-Colell [2000, 2001]) belongs to these lines
of research. Since the main difference between [HM] and the current paper is
that here the players do not know the game, we want to point out that this
“unknown game case” has already been studied. Specifically, in the context
of Hannan regrets, see Foster and Vohra [1993, 1998], Auer et al. [1995] and
Fudenberg and Levine [1998, Section 4.8] (and also Baños [1968] and Megiddo
[1980] for related work).
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(c) Hannan-consistency

We say that a strategy of a player is Hannan-consistent if it guarantees
that his long-run average payoff is as large as the highest payoff that can
be obtained by playing a constant action; that is, it is no less than the one-
shot best-reply payoff against the empirical distribution of play of the other
players. Formally, the Hannan regret of player i at time t for action k ∈ Si

is defined as

DHi
t(k) :=

1
t

t∑
τ=1

ui(k, s−i
τ ) − 1

t

t∑
τ=1

U i
τ = ui(k, z−i

t ) − 1
t

t∑
τ=1

U i
τ ,

where z−i
t ∈ ∆(S−i) is the empirical distribution of the actions chosen by the

other players in the past.10,11 A strategy of player i is then called Hannan-
consistent if, as t increases, all Hannan-regrets are guaranteed to become
almost surely non-positive in the limit, no matter what the other players do;
that is, with probability one, lim supt→∞DHi

t(k) ≤ 0 for all k ∈ Si. The
reader is referred to Hart and Mas-Colell [2001] for detailed discussions and
results.

In the setup of the current paper, the “modified-regret-matching” ap-
proach leads to a simple reinforcement strategy that is Hannan-consistent
(recall [HM, Theorem B]): For every k ∈ Si define

CHi
t(k) :=

1
t

∑
τ≤t:si

τ=k

1
pi

τ (k)
U i

τ − 1
t

t∑
τ=1

U i
τ ,

and

pi
t+1(k) := (1 − δt)

[
CHi

t(k)
]
+∑

j∈Si

[
CHi

t(j)
]
+

+ δt
1
mi
. (8)

Here δt = δ/tγ for some δ > 0 and 0 < γ < 1/2; we take pt+1 ∈ ∆(Si) to be
arbitrary for t = 0 and whenever the denominator vanishes. We have

Theorem 3. The strategy (8) is Hannan-consistent.

The proof of this theorem is parallel to, and simpler than, the proof of
Theorem 2 below, and therefore omitted.

10 I.e., z−i
t (s−i) :=

∣∣{τ ≤ t : s−i
τ = s−i}

∣∣ /t for each s−i ∈ S−i.
11 Note that DHi

t (k) =
∑

j �=k Di
t(j, k); we can thus refer to DHi

t(k) as the “un-

conditional regret for k,” and to Di
t (j, k) as the “regret for k, conditional on

j.”
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4 Proof

In this section we will prove Theorems 1 and 2 of Section 2 together. Let

δt :=
δ

tγ

where δ > 0 and 0 ≤ γ < 1/4. For Theorem 1 take γ = 0, and for Theorem
2, γ > 0.

We introduce some notations, in addition to those of the previous sec-
tions. Fix player i in N ; for simplicity, we drop reference to the index i
whenever this does not create confusion (thus we write Ct instead of Ci

t ,
and so on). Recall that m :=

∣∣Si
∣∣ is the number of strategies of i, and

M is an upper bound on the payoffs: M ≥
∣∣ui (s)

∣∣ for all s ∈ S. Denote
L :=

{
(j, k) ∈ Si × Si : j �= k

}
; then R

L is the m (m− 1) Euclidean space
with coordinates indexed by L.

For each t = 1, 2, ... and each (j, k) in L, denote12

Zt (j, k) :=
pi

t (j)
pi

t (k)
1{si

t=k} − 1{si
t=j};

Bt (j, k) := Zt (j, k)ui (st) ;
At (j, k) := 1{si

t=j}
(
ui

(
k, s−i

t

)
− ui (st)

)
.

Thus, we have

Ct (j, k) =
1
t

∑
τ≤t

Bτ (j, k) and

Dt (j, k) =
1
t

∑
τ≤t

Aτ (j, k) .

We shall write Bt for the vector (Bt (j, k))(j,k)∈L ∈ R
L; and similarly for the

other vectors At, Ct, and so on. Next, define

Πt (j, k) :=




(1 − δt) min
{

1
µC

+
t (j, k) , 1

m−1

}
+ δt

1
m , if k �= j,

(1 − δt)

(
1 −

∑
k′ �=j

min
{

1
µC

+
t (j, k′) , 1

m−1

})
+ δt

1
m , if k = j.

Note that Πt (j, ·) ∈ ∆
(
Si

)
for all j ∈ Si; thus Πt is a transition probability

matrix on Si. Both procedures (6) and (7) satisfy pi
t+1 (k) = Πt

(
si

t, k
)

for all
k (where, again, γ = 0 corresponds to (6) and γ > 0 to (7)). Let

ρt :=
(
dist

(
Ct,R

L
))2 ≡

∑
j �=k

(
C+

t (j, k)
)2

12 We write 1E for the indicator of the event E (i.e., 1E = 1 if E occurs and = 0
otherwise).
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be the squared Euclidean distance (in R
L) of the vector Ct from the non-

positive orthant R
L.

We will use the standard “O” notation: For two real-valued functions
f (·) and g (·) defined on a domain X, we take “f (x) = O (g (x)) ” to mean
that there exists a constant K < ∞ such that |f(x)| ≤ Kg (x) for all x in
X. From now on, t, v, w will denote positive integers; ht = (sτ )τ≤t will be
histories of length t; j, k, and si will be strategies of i (i.e., elements of Si); s
and s−i will be elements of S and S−i, respectively. Unless stated otherwise,
all statements should be understood to hold “for all t, v, ht, j, k, etc.”; where
histories ht are concerned, only those that occur with positive probability are
considered. Finally, P stands for Probability, E for Expectation and Var for
Variance.

The proof of Theorems 1 and 2 will be divided into 14 steps. Step 14
shows that the regrets are “small” in the limit; the Proposition of Section 3 of
[HM] then implies that the empirical distributions are correlated approximate
equilibria. We note that Steps 1–11 hold for any non-increasing sequence
δt > 0, whereas Steps 12–14 make use of the special form δt = δ/tγ . A guide
to the proof follows the statement of the steps.

• Step 1:

(i) E
[
(t+ v)2 ρt+v | ht

]
≤ t2ρt + 2t

v∑
w=1

C+
t · E [Bt+w | ht] + O

(
v2

δ2t+v

)
.

(ii) (t+ v)2 ρt+v − t2ρt = O

(
tv + v2

δ2t+v

)
.

Define13

βt+w (j) :=
∑
k �=j

1
µ
C+

t (k, j) pi
t+w (k) −

∑
k �=j

1
µ
C+

t (j, k) pi
t+w (j) .

• Step 2:

C+
t · E [Bt+w | ht] = µE


∑

j∈Si

ui
(
j, s−i

t+w

)
βt+w (j) | ht


 .

• Step 3:

(i) Ct+v (j, k) − Ct (j, k) = O
(

v

tδt+v

)
.

(ii) Πt+v (j, k) −Πt (j, k) = O
(

v

tδt+v
+ (δt − δt+v)

)
.

13 Note that βt+w (j) is measurable with respect to ht+w (actually, it depends only
on ht+w−1 and s−i

t+w, but not on si
t+w).
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Define

Zt (j, k) :=
1
t

t∑
τ=1

Zτ (j, k) ; and

Yt :=
∑

(j,k)∈L

∣∣Zt (j, k)
∣∣ .

• Step 4:

Πt (j, k) − 1
µ
C+

t (j, k) = O (δt + Yt) for all j �= k.

• Step 5:14

C+
t · E [Bt+w | ht] = µE


∑

j∈Si

ui
(
j, s−i

t+w

) (
(Πt)

2 −Πt

) (
si

t+w−1, j
)
| ht




+O
(
δt + Yt +

w

tδt+w

)
.

For each t > 0 and each history ht, we define an auxiliary stochastic process
(ŝt+w)w=0,1,2,... with values in S as follows: The initial state is ŝt = st, and
the transition probabilities are15

P [ŝt+w = s | ŝt, ..., ŝt+w−1] :=
∏
�∈N

Π�
t

(
ŝ�

t+w−1, s
�
)
.

That is, the ŝ-process is stationary: It uses the transition probabilities of
period t at each period t+ 1, t+ 2, ..., t+ w, ....

• Step 6:

P [st+w = s | ht] − P [ŝt+w = s | ht] = O
(

w2

tδt+w
+ w (δt − δt+w)

)
.

• Step 7:

C+
t · E [Bt+w | ht] = µE


∑

j∈Si

ui
(
j, ŝ−i

t+w

) (
(Πt)

2 −Πt

) (
ŝi

t+w−1, j
)
| ht




+O
(
δt + Yt +

w2

tδt+w
+ w (δt − δt+w)

)
.

14 (Πt)
2 is the second power of the matrix Πt (i.e., ΠtΠt), and

(
(Πt)

2 − Πt

)
(k, j)

is the (k, j)-element of the matrix (Πt)
2 − Πt.

15 We write Π�
t for the transition probability matrix of player � (thus Πt is Πi

t).
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• Step 8:

E


∑

j∈Si

ui
(
j, ŝ−i

t+w

) (
(Πt)

2 −Πt

) (
ŝi

t+w−1, j
)
| ht




=
∑

s−i∈S−i

P
[
ŝ−i

t+w = s−i | ht

] (
(Πt)

w+1 − (Πt)
w
) (
si

t, j
)

= O
(

1√
w

)

• Step 9:

E
[
(t+ v)2 ρt+v | ht

]
≤

t2ρt + O

(
tvδt + tvYt +

v3

δt+v
+ tv2 (δt − δt+v) + t

√
v +

v2

δ2t+v

)
.

• Step 10:

(i) E [Zt (j, k) | ht−1] = 0.

(ii) Var [Zt (j, k)] = O
(

1
δt

)
.

• Step 11:

(i) lim
t→∞

Zt (j, k) = 0 a.s.

(ii) lim
t→∞

Yt = 0 a.s.

(iii) lim
t→∞

(Ct (j, k) −Dt (j, k)) = 0 a.s.

Let ξ satisfy16

1 < ξ < min
{

2
1 + γ

,
1
4γ

}
; (9)

such a ξ exists since 0 ≤ γ < 1/4. For each n = 1, 2, ..., let tn :=
⌊
nξ

⌋
be the

largest integer not exceeding nξ.
• Step 12: There exists η < 2ξ − 1 such that

E
[
t2n+1ρtn+1

| htn

]
≤ t2nρtn

+ O
(
δn2ξ−ξγ−1 + Ytn

n2ξ−1 + nη
)
.

• Step 13:

(i) If γ = 0 then lim sup
n→∞

ρtn
= O (δ) a.s.

(ii) If γ > 0 then lim
n→∞

ρtn
= 0 a.s.

16 When γ = 0, (9) is 1 < ξ < 2.
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• Step 14:

(i) If γ = 0 then lim sup
t→∞

Rt (j, k) = O
(√

δ
)

a.s.

(ii) If γ > 0 then lim
t→∞

Rt (j, k) = 0 a.s.

We now provide a short intuitive overview of the steps of the proof. The
proof is based on the Proof of the Main Theorem of [HM] (see Steps M1–M11
in the Appendix there) — which in turn is inspired by the Approachability
Theorem of Blackwell [1956] — with a number of additional steps needed to
take care of the modifications. Most of the proof is devoted to showing that
the modified regrets Qt ≡ C+

t are small. From this one readily gets in Step 14
that the actual regrets Rt ≡ D+

t are also small, since the difference Ct−Dt is
a martingale converging almost surely to 0 (see Step 11(iii)). The main steps
in the proof are as follows: We start with the basic recursion equation in Step
1(i) (similar to [HM, Step M1(i)]). Next, we estimate the “middle term” on
the right-hand side of 1(i) by approximating the s-process with the ŝ-process,
which is independent across players (Steps 2–7; parallel to [HM, Steps M2–
M6]). This leads to a formula similar to [HM, Formula (3.4)], except that the
invariant distribution qλ in [HM, (3.4b)] is replaced here by the transitions
after w and w + 1 periods, which are close to one another (Step 8; compare
with [HM, Step M7]). Finally, we obtain the recursion formula in Step 9. On
comparing this formula with the parallel one in [HM, Step M8], we see that
in Step 9 there are additional terms; one of them, which comes about because
the modified regrets are not bounded, contains a random variable Yt. Step
10, Step 11 and the Proof of Step 13 show that this term also goes to zero.
Steps 12 and 13 complete the proof for the modified regrets, in a manner that
is similar to [HM, Steps M9–M11] (though more complicated, partly because
of the Yt terms). As we have indicated above, Step 14 yields the needed result
for the actual regrets.

We now proceed to the proofs of Steps 1–14.

• Proof of Step 1: Because C−
t ∈ R

L
− we have

ρt+v ≤
∥∥Ct+w − C−

t

∥∥2
=

∥∥∥∥∥ t

t+ v
Ct +

1
t+ v

v∑
w=1

Bt+w − C−
t

∥∥∥∥∥
2

=
t2

(t+ v)2
∥∥Ct − C−

t

∥∥2
+

2t
(t+ v)2

v∑
w=1

(
Bt+w − C−

t

)
·
(
Ct − C−

t

)

+
v2

(t+ v)2

∥∥∥∥∥1
v

v∑
w=1

Bt+w − C−
t

∥∥∥∥∥
2

≤ t2

(t+ v)2
ρt +

2t
(t+ v)2

v∑
w=1

Bt+w · C+
t +

v2

(t+ v)2
m (m− 1)

4M2m2

δ2t+v

.
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Indeed: For the second term, note that C−
t ·

(
Ct − C−

t

)
= C−

t ·C+
t = 0. As for

the third term, we have
∣∣ui (s)

∣∣ ≤ M and |Zt+w (j, k)| ≤ m/δt+w ≤ m/δt+v

for w ≤ v (since the sequence δt is non-increasing); therefore Bt+w (j, k) and
Ct (j, k) are each bounded by 2Mm/δt+v. This yields (ii). To get (i), take the
conditional expectation given ht (thus ρt and Ct are fixed). �

• Proof of Step 2: Note that Bt+w (j, k) vanishes except when si
t+w =

j, k. We condition on ht+w−1 and s−i
t+w (i.e., on the whole history ht+w except

player i’s choice at time t+ w):

E
[
Bt+w (j, k) | ht+w−1, s

−i
t+w = s−i

]
= pi

t+w (k)
pi

t+w (j)
pi

t+w (k)
ui

(
k, s−i

)
− pi

t+w (j)ui
(
j, s−i

)
= pi

t+w (j)
(
ui

(
k, s−i

)
− ui

(
j, s−i

))
Hence

C+
t · E

[
Bt+w | ht+w−1, s

−i
t+w = s−i

]
=

∑
j

∑
k �=j

C+
t (j, k) pi

t+w (j)
(
ui

(
k, s−i

)
− ui

(
j, s−i

))

=
∑

j

ui
(
j, s−i

) 
∑

k �=j

C+
t (k, j) pi

t+w (k) −
∑
k �=j

C+
t (j, k) pi

t+w (j)




(we have collected together all terms containing ui
(
j, s−i

)
). Conditioning

now on ht yields the result. �

• Proof of Step 3: We have

(t+ v) |Ct+v (j, k) − Ct (j, k)| ≤
v∑

w=1

|Bt+w (j, k) − Ct (j, k)| .

Since both Bt+w (j, k) and Ct (j, k) are O (1/δt+v), we get Ct+v (j, k)−
Ct (j, k) = O (v/ (tδt+v)) . For j �= k, the difference between Πt+v (j, k) and
Πt (j, k) is therefore at most (1 − δt)O (v/ (tδt+v)) + (δt − δt+v) / (m− 1).
For j = k, it is at most m− 1 times this amount. �

• Proof of Step 4: We distinguish two cases. First, when (1/µ)C+
t (j, k)

≤ 1/ (m− 1), we have

Πt (j, k) − 1
µ
C+

t (j, k) = δt

(
1
m

− 1
µ
C+

t (j, k)
)
,

and this is O (δt) (it lies between 0 and δt/m).
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Second, when (1/µ)C+
t (j, k) ≥ 1/ (m− 1), we have

Πt (j, k) =
1 − δt

m− 1
+
δt

m
≤ 1
m− 1

≤ 1
µ
C+

t (j, k) .

For the opposite inequality, note that |Zτ (j, k)| ≤ 2+Zτ (j, k) (since the only
possible negative value of Zτ (j, k) is −1), thus

1
µ
C+

t (j, k) ≤ 1
µ
|Ct (j, k)| ≤ 1

µt

t∑
τ=1

|Zτ (j, k)|
∣∣ui (sτ )

∣∣
≤ 2M

µ
+
M

µ
Zt (j, k) <

1
m− 1

+
M

µ
Zt (j, k)

= Πt (j, k) +
δt

m (m− 1)
+
M

µ
Zt (j, k)

(recall that µ > 2M (m− 1)). �

• Proof of Step 5: Denote si
t+w−1 by r; then

βt+w (j) =
∑
k �=j

1
µ
C+

t (k, j)Πt+w−1 (r, k) −
∑
k �=j

1
µ
C+

t (j, k)Πt+w−1 (r, j) .

Also,(
(Πt)

2 −Πt

)
(r, j) = (Πt)

2 (r, j) −Πt (r, j)

=
∑
k∈Si

Πt (k, j)Πt (r, k) −Πt (r, j)
∑
k∈Si

Πt (j, k)

=
∑
k �=j

Πt (k, j)Πt (r, k) −
∑
k �=j

Πt (j, k)Πt (r, j)

(we have subtracted the j-term from both sums). Comparing the last expres-
sion with βt+w (j), we see that

(
(Πt)

2 −Πt

)
(r, j) is obtained by replacing

each C+
t /µ and each Πt+w−1 in βt+w (j) by Πt. Thus

βt+w (j) −
(
(Πt)

2 −Πt

)
(r, j) =

∑
k �=j

(
1
µ
C+

t (k, j) −Πt (k, j)
)
Πt+w−1 (r, k)

+
∑
k �=j

Πt (k, j) (Πt+w−1 (r, k) −Πt (r, k))

−
∑
k �=j

(
1
µ
C+

t (j, k) −Πt (j, k)
)
×

×Πt+w−1 (r, j)

−
∑
k �=j

Πt (j, k) (Πt+w−1 (r, j) −Πt (r, j))

= O
(
δt + Yt +

w

tδt+w

)
,
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by the estimates of Steps 3(ii) and 4. It only remains to substitute this into
the formula of Step 2. �

• Proof of Step 6: We use the Lemma of [HM, Step M4], which implies
that if the 1-step transition probabilities of two Markov processes on S differ
by at most β, then the w-step transition probabilities differ by at most |S|wβ.
Applying this to the ŝ- and s-processes, with β given by Step 3(ii), yields the
result. �

• Proof of Step 7: Replacing (st+w)w by (ŝt+w)w in the formula of
Step 5 gives an additional error that is estimated in Step 6 (note that the
two processes (st+w)w and (ŝt+w)w start from the same history ht). �

• Proof of Step 8: Given ht, the random variables ŝ−i
t+w and ŝi

t+w−1

are independent, since the transition probabilities of the ŝ-process are all
determined at time t, and the players randomize independently. Hence:

E


∑

j∈Si

ui
(
j, ŝ−i

t+w

) (
(Πt)

2 −Πt

) (
ŝi

t+w−1, j
)
| ht




=
∑

s−i∈S−i

P
[
ŝ−i

t+w = s−i | ht

] ∑
r∈Si

P
[
ŝi

t+w−1 = r | ht

] (
(Πt)

2 −Πt

)
(r, j)

=
∑
s−i

P
[
ŝ−i

t+w = s−i | ht

]∑
r

(Πt)
w−1 (

si
t, r

) (
(Πt)

2 −Πt

)
(r, j)

=
∑
s−i

P
[
ŝ−i

t+w = s−i | ht

] (
(Πt)

w+1 − (Πt)
w
) (
si

t, j
)
.

The estimate of O (1/
√
w) is obtained by the Lemma of [HM, Step M7].17 �

• Proof of Step 9: Putting together the estimates of Steps 7 and 8 and
recalling that

∑v
w=1 w

λ = O
(
vλ+1

)
for λ �= −1 yields

2t
v∑

w=1

C+
t · E [Bt+w | ht] = O

(
tvδt + tvYt +

tv3

δt+v
+ tv2 (δt − δt+v) + t

√
v

)
.

Recalling the formula of Step 1(i) completes the proof. �

17 Which is based on a Central Limit Theorem estimate. Note that here (unlike the
Main Theorem of [HM]) Πt is a strictly positive stochastic matrix: all its entries
are ≥ δt/m > 0. It can then be shown that

∣∣(Πt)
w+1 (k, j) − (Πt)

w (k, j)
∣∣ ≤

(1 − δt/m)w. This alternative estimate can be used instead of O
(
w−1/2

)
(but

we then need γ < 1/5 rather than γ < 1/4).
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• Proof of Step 10: Part (i) follows immediately from the definition
of Zt (j, k) :

E [Zt (j, k) | ht−1] =
pi

t (j)
pi

t (k)
pi

t (k) − pi
t (j) = 0.

Therefore E [Zt (j, k)] = 0, and

Var [Zt (j, k)] = E
[
Z2

t (j, k)
]

= E
[
E

[
Z2

t (j, k) | ht−1

]]
= E

[ (
pi

t (j)
)2(

pi
t (k)

)2 p
i
t (k) + (−1)2 pi

t (j)

]
≤ E

[
1

pi
t (k)

]
≤ m

δt
,

which gives (ii). �

• Proof of Step 11: We will use the following Strong Law of Lar-
ge Numbers for Dependent Random Variables; see Loève [1978, Theorem
32.1.E]:

Theorem 4. Let (Xn)n=1,2,... be a sequence of random variables and
(bn)n=1,2,... a sequence of real numbers increasing to ∞, such that the series∑∞

n=1 Var (Xn) /b2n converges. Then

lim
n→∞

1
bn

n∑
ν=1

(Xν − E [Xν | X1, ..., Xν−1]) = 0 a.s.

In our case, we have by Step 10(ii)

∞∑
t=1

1
t2

Var [Zt (j, k)] ≤
∞∑

t=1

m

t2δt
=

∞∑
t=1

m

δt2−γ
.

This series converges, since γ < 1/4 < 1. Therefore

1
t

∑
τ≤t

(Zτ (j, k) − E [Zτ (j, k) | Z1 (j, k) , ..., Zτ−1 (j, k)]) → 0 a.s.

and thus, by Step 10(i), Zt (j, k) → 0 a.s. This yields (i) and (ii).
To get (iii), note that 1{si

t=k}u
i (st) = 1{si

t=k}u
i
(
k, s−i

t

)
, so

Bt (j, k) −At (j, k)

=
(
pi

t (j)
pi

t (k)
1{si

t=k} − 1{si
t=j}

)
ui (st) − 1{si

t=j}
(
ui

(
k, s−i

t

)
− ui (st)

)
=

(
pi

t (j)
pi

t (k)
1{si

t=k} − 1{si
t=j}

)
ui

(
k, s−i

t

)
= Zt (j, k)ui

(
k, s−i

t

)
.



198 Sergiu Hart and Andreu Mas-Colell

But si
t and s−i

t are independent given ht−1, therefore

E [Bt (j, k) −At (j, k) | ht−1] = E [Zt (j, k) | ht−1]E
[
ui

(
k, s−i

t

)
| ht−1

]
= 0,

since the first term is 0 by Step 10(i). Moreover,

Var [Bt (j, k) −At (j, k)] = E
[
Z2

t (j, k)
(
ui

(
k, s−i

t

))2
]

≤ M2E
[
Z2

t (j, k)
]

= O
(

1
δt

)
.

It follows that the series
∑

t Var [Bt (j, k) −At (j, k)] /t2 converges, implying
that18 Ct (j, k)−Dt (j, k) = (1/t)

∑
τ≤t (Bτ (j, k) −Aτ (j, k)) → 0 a.s. t→ ∞

(argument as in the proof of (i) above). �

• Proof of Step 12: Apply the inequality of Step 9 with t = tn =
⌊
nξ

⌋
and v = tn+1 − tn. Then: v = O

(
nξ−1

)
; δt ≈ δn−ξγ ; δt+v ≈ δ (n+ 1)−ξγ =

O
(
n−ξγ

)
; and19 δt − δt+v = O

(
n−ξγ−1

)
. Therefore

E
[
t2n+1ρtn+1

| htn

]
≤ t2nρtn

+ O
(
δn2ξ−ξγ−1 + Ytnn

2ξ−1
)

+O
(
n3ξ+ξγ−3 + n3ξ−ξγ−3 + n(3ξ−1)/2 + n2ξ+2ξγ−2

)
.

To complete the proof, note that the definition (9) of ξ implies that: 3ξ −
ξγ − 3 ≤ 3ξ+ ξγ − 3 < 2ξ− 1 since ξ < 2/ (1 + γ); (3ξ − 1) /2 < 2ξ− 1 since
ξ > 1; and 2ξ + 2ξγ − 2 < 2ξ − 1 since ξ < 1/ (4γ) ≤ 1/ (2γ) . Therefore we
take η := max {3ξ + ξγ − 3, (3ξ − 1) /2, 2ξ + 2ξγ − 2} < 2ξ − 1. �

• Proof of Step 13: Let bn := t2n ≈ n2ξ and Xn := bnρtn
−bn−1ρtn−1

=

t2nρtn
− t2n−1ρtn−1

. By Step 1(ii) we have Xn = O
((
tnvn + v2

n

)
/δ2tn+1

)
=

O
(
n2ξ+2ξγ−1

)
; thus

∑
n Var (Xn) /b2n =

∑
n O

(
n4ξ+4ξγ−2/n4ξ

)
=∑

n O
(
n4ξγ−2

)
converges (since 4ξγ < 1 by the choice of ξ).

Next, consider (1/bn)
∑

ν≤n E [Xν | X1,..., Xν−1]. The inequality of Step

12 yields three terms: The first is O
(
n−2ξδ

∑
ν≤n ν

2ξ−ξγ−1
)

= O
(
δn−ξγ

)
;

the second one converges to 0 a.s. as t → ∞, since Ytn → 0 by Step 10(ii)
and Lemma 1 below (with yn = Ytn and an = n2ξ−1); and the third one is
O

(
nη−(2ξ−1)

)
→ 0 since η < 2ξ − 1. Altogether, we get O (δ) when γ = 0,

and 0 when γ > 0.
18 It is interesting to note that, while the regrets are invariant to a change of origin

for the utility function (i.e., adding a constant to all payoffs), this is not so for
the modified regrets. Nonetheless, Step 13 shows that the resulting difference is
just a martingale converging a.s. to 0.

19 When γ = 0 (and thus δt − δt+v = 0), this yields an (over)estimate of O
(
n−1

)
,

which will turn out however not to matter.
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The proof is completed by applying again the Strong Law of Large Num-
bers for Dependent Random Variables (Theorem 4) and noting that 0 ≤
ρtn

= (1/bn)
∑

ν≤nXν . �

Lemma 1. Assume: (i) yn → 0 as n → ∞; (ii) an > 0 for all n; and (iii)∑∞
n=1 an = ∞. Then cn :=

∑n
ν=1 aνyν/

∑n
ν=1 aν → 0 as n→ ∞.

Proof. Given ε > 0, let n0 be such that |yn| < ε for all n > n0. Then cn =∑
ν≤n0

aνyν/
∑

ν≤n aν +
∑

n0<ν≤n aνyν/
∑

ν≤n aν . The first term converges
to 0 (since the numerator is fixed), and the second is bounded by ε. �

• Proof of Step 14: When tn ≤ t ≤ tn+1, we have by Step 3(i):
Ct (j, k)−Ctn

(j, k) = O (vn/ (tnδn+1)) = O
(
nξγ−1

)
→ 0, for all j �= k. Thus

lim supt→∞ ρt

= lim supn→∞ ρtn
. Recalling Step 11(iii) completes the proof. �

Remark. For simplicity, we have assumed that all players use the same
sequence (δt)t. In the case of different sequences

(
δ�

t

)
t

for the different

players ; ∈ N , with δ�
t = δ�/tγ

�

for some δ� > 0 and 0 ≤ γ� < 1/4,
it is straightforward to check that the estimate of Step 6 becomes now∑

�∈N O
(
w2/

(
tδ�

t+w

)
+ w

(
δ�

t − δ�
t+w

))
. Choosing ξ to satisfy 1 < ξ <

min {2/ (1 + γ) , 1/ (4γ)}, where γ := max�∈N γ�, yields, on the right-hand
side of Step 12, t2nρtn

+O
(
δin2ξ−ξγi−1 + Ytn

n2ξ−1
)

+O
(
n2ξ−1

)
, and Steps

13 and 14 go through with δi and γi instead of δ and γ, respectively. The
final result in Step 14 becomes:

(i) If δi
t = δi for all t, then lim suptR

i
t (j, k) = O

(√
δi

)
a.s.

(ii) If δi
t → 0 (i.e. if γ (i) > 0, then limtR

i
t (j, k) = 0 a.s.
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