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#### Abstract

We consider repeated games where at any period each player knows only his set of actions and the stream of payoffs that he has received in the past. He knows neither his own payoff function, nor the characteristics of the other players (how many there are, their strategies and payoffs). In this context, we present an adaptive procedure for play - called "modified-regret-matching" - which is interpretable as a stimulus-response or reinforcement procedure, and which has the property that any limit point of the empirical distribution of play is a correlated equilibrium of the stage game.


## 1 Introduction

Werner Hildenbrand has repeatedly emphasized the usefulness, conceptual and technical, of carrying out equilibrium analysis by means of distributional notions. For social situations modelled as $N$-person games, the concept of correlated equilibrium, an extension of Nash equilibrium introduced by Aumann, can be viewed in a most natural way as imposing equilibrium conditions on the distribution of action combinations of the different players. Correlated equilibrium will be the subject of the current paper, and the style of our analysis should not surprise anybody familiar with Hildenbrand's research.

This paper continues the study of Hart and Mas-Colell [2000], where the notion of correlated equilibrium and that of approachability by means of simple "rules of thumb" or "adaptive procedures" of play were linked. We showed there that if a game is repeatedly played and the players determine their stage probabilities of play according to a procedure called "regret-matching," then the empirical distribution of play converges with probability one to the set

[^0]of correlated equilibria of the given game. Regret-matching means that if at period $t$ player $i$ has taken action $j$, then the probability of playing another action $k$ at time $t+1$ will be proportional to the "regret for not having played $k$ instead of $j$," which is defined simply as the increase, if any, in the average payoff that would result if all past plays of action $j$ were replaced by action $k$ (and everything else remained unaltered).

The implementation of regret-matching by a player requires that player to observe the actions taken by all players in the past. But that is not all. The player should also be able to carry out the thought experiment of computing what his payoffs would have been, had his actions in the past been different from what they really were. For this he needs to know what game he is playing (or, at the very least, his own payoff function).

In this paper we will show that this level of sophistication and knowledge is not really necessary to obtain correlated equilibria. We shall modify the regret-matching procedure in such a way that the play probabilities are determined from the actual realizations only. Specifically, each player only needs to know the payoffs he received in past periods. He need not know the game he is playing - neither his own payoff function nor the others players' payoffs; in fact, he may well be oblivious of the fact that there is a game at all. The procedure that we shall examine is a "stimulus-response" or "reinforcement" procedure, in the sense that a relatively high payoff at period $t$ will tend to increase the probability of playing at period $t+1$ the same action that was played at $t$.

In Section 2 we present the basic model and state our results. Section 3 contains some further discussions, and the proofs are given in Section 4.

To summarize: We consider repeated games where each player knows only his set of available choices (but nothing about the other players), and observes only his own actually realized payoffs. We exhibit simple strategies of play whereby the long-run frequencies of the various action combinations being played are tantamount to a correlated equilibrium. Of course, this sophisticated "macro"-picture that emerges cannot be seen at the individual level. This is a conclusion, we trust, with which Werner Hildenbrand can truly sympathize.

## 2 Model and results

We consider finite $N$-person games in strategic (or "normal") form. The set of players is a finite set $N$, the action ${ }^{1}$ set of each player $i \in N$ is a finite set $S^{i}$, and the payoff function of $i$ is $u^{i}: S \rightarrow \mathbb{R}$, where ${ }^{2} S:=\prod_{\ell \in N} S^{\ell}$. We will denote this game $\left\langle N,\left(S^{i}\right)_{i \in N},\left(u^{i}\right)_{i \in N}\right\rangle$ by $\Gamma$.

[^1]A correlated equilibrium - a concept introduced by Aumann [1974] is nothing other than a Nash equilibrium where each player may receive a private signal before the game is played (the signals do not affect the payoffs; and the players may base their choices on the signals received). This may be equivalently described as follows: Assume that the signal of each player $i$ is in fact a "play recommendation" $s^{i} \in S^{i}$, where the $N$-tuple $s=\left(s^{i}\right)_{i \in N}$ is selected (by a "device" or "mediator") according to a commonly known probability distribution. A correlated equilibrium results if each player realizes that the best he can do is to follow the recommendation, provided that all the other players do likewise.

Equivalently, a probability distribution $\psi$ on the set $S$ of action $N$-tuples (i.e., $\psi(s) \geq 0$ for all $s \in S$ and $\sum_{s \in S} \psi(s)=1$ ) is a correlated equilibrium of the game $\Gamma$ if, for every player $i \in N$ and every two actions $j, k \in S^{i}$ of $i$, we have

$$
\begin{equation*}
\sum_{s \in S: s^{i}=j} \psi(s)\left(u^{i}\left(k, s^{-i}\right)-u^{i}(s)\right) \leq 0 \tag{1}
\end{equation*}
$$

where $s^{-i} \in S^{-i}:=\prod_{\ell \neq i} S^{\ell}$ denotes the action combination of all players except $i$ (thus $s=\left(s^{i}, s^{-i}\right)$ ). The inequality (1) (after dividing the expression there by $\left.\sum_{s \in S: s^{i}=j} \psi(s)\right)$ means that when the recommendation to player $i$ is to choose action $j$, then choosing $k$ instead of $j$ cannot yield a higher expected payoff to $i$. Finally, a correlated $\varepsilon$-equilibrium obtains when 0 is replaced by $\varepsilon$ on the right-hand side of (1).

Now assume that the game $\Gamma$ is played repeatedly in discrete time $t=$ $1,2, \ldots$ Denote by $s_{t}^{i} \in S^{i}$ the (realized) choice of player $i$ at time $t$, and put $s_{t}=\left(s_{t}^{i}\right)_{i \in N} \in S$. The payoff of player $i$ in period $t$ is denoted $U_{t}^{i}:=u^{i}\left(s_{t}\right)$.

The basic setup of this paper assumes that the information of each player $i$ consists just of his set of available choices $S^{i}$. He does not know the game $\Gamma$; in fact, he does not know how many players there are besides himself, ${ }^{3}$ what their choices are and what the payoff functions (his own as well as the others') are. The only thing player $i$ observes is his own realized payoffs and actions. That is, in determining his play probabilities at time $t+1$, player $i$ 's information consists of his own realized payoffs $U_{1}^{i}, U_{2}^{i}, \ldots, U_{t}^{i}$ in the previous $t$ periods, as well as his actual actions $s_{1}^{i}, s_{2}^{i}, \ldots, s_{t}^{i}$ there.

In Hart and Mas-Colell [2000] — henceforth [HM]— we introduced regretmatching procedures. These are simple adaptive strategies where the play probabilities are proportional to the "regrets" for not having played other actions. Specifically, for any two distinct actions $j \neq k$ in $S^{i}$ and every time $t$, the regret of $i$ at $t$ from $j$ to $k$ is

$$
\begin{equation*}
R_{t}^{i}(j, k):=\left[D_{t}^{i}(j, k)\right]^{+} \equiv \max \left\{D_{t}^{i}(j, k), 0\right\} \tag{2}
\end{equation*}
$$

[^2]where
\[

$$
\begin{equation*}
D_{t}^{i}(j, k):=\frac{1}{t} \sum_{\tau \leq t: s_{\tau}^{i}=j}\left(u^{i}\left(k, s_{\tau}^{-i}\right)-u^{i}\left(s_{\tau}\right)\right) \tag{3}
\end{equation*}
$$

\]

This is the change in the average payoff of $i$ that would have resulted if he had played action $k$ every time in the past that he actually chose $j$. Rewriting this as

$$
D_{t}^{i}(j, k)=\frac{1}{t} \sum_{\tau \leq t: s_{\tau}^{i}=j} u^{i}\left(k, s_{\tau}^{-i}\right)-\frac{1}{t} \sum_{\tau \leq t: s_{\tau}^{i}=j} u^{i}\left(s_{\tau}\right)
$$

shows that player $i$ can compute the second term: it is just $(1 / t) \sum_{\tau \leq t: s_{\tau}^{i}=j} U_{\tau}^{i}$. But $i$ cannot compute the first term, since he knows neither his own payoff function $u^{i}$ nor the choices $s_{\tau}^{-i}$ of the other players.

Therefore we replace the first term by an "estimate" that can be computed on the basis of the available information; namely, we define

$$
\begin{equation*}
C_{t}^{i}(j, k):=\frac{1}{t} \sum_{\tau \leq t: s_{\tau}^{i}=k} \frac{p_{\tau}^{i}(j)}{p_{\tau}^{i}(k)} U_{\tau}^{i}-\frac{1}{t} \sum_{\tau \leq t: s_{\tau}^{i}=j} U_{\tau}^{i} \tag{4}
\end{equation*}
$$

where $p_{\tau}^{i}$ denotes the play probabilities at time $t$ (thus $p_{\tau}^{i}(j)$ is the probability that $i$ chose $j$ at period $\tau$ ); these probabilities $p_{\tau}^{i}$ are defined below (they will indeed depend only on $\left.U_{1}^{i}, \ldots, U_{t}^{i}\right)$. As in (2), the modified regrets are then

$$
\begin{equation*}
Q_{t}^{i}(j, k):=\left[C_{t}^{i}(j, k)\right]^{+} \equiv \max \left\{C_{t}^{i}(j, k), 0\right\} \tag{5}
\end{equation*}
$$

In words, the modified regret for not having used $k$ instead of $j$ measures the difference (strictly speaking, its positive part) of the average payoff over the periods when $k$ was used and the periods when $j$ was used. In addition, the payoffs of these periods are normalized in a manner that, intuitively speaking, makes the length of the respective periods comparable. ${ }^{4}$

Next we define the play probabilities, based on these modified regrets. Recall the regret-matching procedure of [HM]: If $j:=s_{t}^{i}$ is the action chosen by $i$ at time $t$, then the probability of switching at time $t+1$ to another action $k \neq j$ is proportional (with a fixed factor $1 / \mu$ ) to the regret from $j$ to $k$; with the remaining probability, the same action $j$ is chosen again. Here we shall make two changes relative to [HM]. First, we need to guarantee that the sum of the proposed probabilities does not exceed one; multiplying the modified regrets by a factor $1 / \mu$ (which we still do) does not suffice

[^3]because the modified regrets are not bounded. ${ }^{5}$ Second, we need every action to be played with some minimal frequency. ${ }^{6}$ Thus we shall require that the transitions "tremble" over every action.

Let therefore $\mu>0$ be a sufficiently large number; as in [HM], it suffices to take $\mu$ so that $\mu>2 M^{i}\left(m^{i}-1\right)$ for all $i$, where $m^{i}:=\left|S^{i}\right|$ is ${ }^{7}$ the number of actions of $i$, and $M^{i}$ is an upper bound on $\left|u^{i}(s)\right|$ for all $s \in S$. Let $0<\delta<1$, and define the play probabilities of player $i$ at time $t+1$ by

$$
\begin{align*}
& p_{t+1}^{i}(k):=(1-\delta) \min \left\{\frac{1}{\mu} Q_{t}^{i}(j, k), \frac{1}{m^{i}-1}\right\}+\delta \frac{1}{m^{i}}, \text { for } k \neq j ; \text { and }  \tag{6}\\
& p_{t+1}^{i}(j):=1-\sum_{k \in S^{i}: k \neq j} p_{t+1}^{i}(k)
\end{align*}
$$

where $j:=s_{t}^{i}$ is the choice of $i$ in (the previous) period $t$. As for the first period, the play probabilities at $t=1$ are given by an arbitrary strictly positive vector $p_{1}^{i} \in \Delta\left(S^{i}\right)$; for simplicity, assume that $p_{1}^{i}(j) \geq \delta / m^{i}$ for all $j$ in $S^{i}$.

Formula (6) says that $p_{t+1}^{i}$ is a weighted average of two probability vectors $\left(\right.$ note that $p_{t+1}^{i}(j)=(1-\delta)\left(1-\sum_{k \neq j} \min \left\{Q_{t}^{i}(j, k) / \mu, 1 /\left(m^{i}-1\right)\right\}\right)+$ $\left.\delta / m^{i}\right)$. The first, with weight $1-\delta$, is given by the modified regrets in a manner similar to [HM, Formula (2.2)] (note that taking the minimum with $1 /\left(m^{i}-1\right)$ guarantees that the resulting sum does not exceed 1$)$. The second term, with weight $\delta$, is just the uniform distribution over $S^{i}$ : each $k \in S^{i}$ has equal probability $1 / m^{i}$. This "uniform tremble" guarantees that all probabilities at time $t+1$ are at least $\delta / m^{i}>0$.

Putting (4), (5) and (6) together implies that $p_{t+1}^{i}$ depends only on the previously realized payoffs $U_{1}^{i}, \ldots, U_{t}^{i}$ and play probabilities $p_{1}^{i}, \ldots, p_{t}^{i}$. Therefore, by recursion, $p_{t+1}^{i}$ does indeed depend only on $U_{1}^{i}, \ldots, U_{t}^{i}$.

Let $^{8} z_{t} \in \Delta(S)$ be the empirical distribution of play up to $t$; that is, for every $s \in S$,

$$
z_{t}(s):=\frac{1}{t}\left|\left\{\tau \leq t: s_{\tau}=s\right\}\right|
$$

is the relative frequency that the $N$-tuple of actions $s$ has been played in the first $t$ stages.

[^4]Our first result is:

Theorem 1. For every $\varepsilon>0$ there is a $\delta_{0} \equiv \delta_{0}(\varepsilon)>0$ such that for all $\delta<\delta_{0}$, if every player $i$ plays according to adaptive procedure (6), then the empirical distributions of play $z_{t}$ converge almost surely as $t \rightarrow \infty$ to the set of correlated $\varepsilon$-equilibria of the game $\Gamma$.

Thus: for almost every trajectory, $z_{t}$ is close to a correlated $\varepsilon$-equilibrium for all large enough $t$; equivalently, $z_{t}$ is a correlated $2 \varepsilon$-equilibrium from some time on (this time may depend on the trajectory; the theorem states that, with probability one, it is finite). As in the Main Theorem of [HM], note that the convergence is not to a point, but to a set; that is, the distance to the set goes to 0 . Finally, we remark that both $\mu$ and $\delta$ can be taken to be different for different players.

To obtain in the limit correlated equilibria - rather than correlated $a p$ proximate equilibria - we need $\delta$ to decrease to 0 as $t$ increases. A simple way to do this is to replace $\delta$ in (6) by $\delta / t^{\gamma}$, where $\gamma$ is a number strictly between 0 and $^{9} 1 / 4$. Thus, we now define

$$
\begin{align*}
& p_{t+1}^{i}(k):=\left(1-\frac{\delta}{t^{\gamma}}\right) \min \left\{\frac{1}{\mu} Q_{t}^{i}(j, k), \frac{1}{m^{i}-1}\right\}+\frac{\delta}{t^{\gamma}} \frac{1}{m^{i}}, \text { for } k \neq j ; \text { and }  \tag{7}\\
& p_{t+1}^{i}(j):=1-\sum_{k \in S^{i}: k \neq j} p_{t+1}^{i}(k),
\end{align*}
$$

where, again, $j:=s_{t}^{i}$ is the choice of $i$ in period $t$. At $t=1$, let $p_{1}^{i}$ be an arbitrary vector in $\Delta\left(S^{i}\right)$ with $p_{1}^{i}(j) \geq \delta / m^{i}$ for all $j$ in $S^{i}$. The second result is:

Theorem 2. If every player i plays according to adaptive procedure (7), then the empirical distributions of play $z_{t}$ converge almost surely as $t \rightarrow \infty$ to the set of correlated equilibria of the game $\Gamma$.

We have chosen the particular type of sequence $\delta_{t}:=\delta / t^{\gamma}$ for simplicity and convenience only. What matters is, first, that $\delta_{t}$ converge to 0 , and second, that it do so sufficiently slowly (otherwise the modified regrets $C_{t}^{i}$ may become too large; recall that the probabilities $p_{t}^{i}$, which are bounded from below by $\delta_{t-1} / m^{i}$, appear in the denominators). This explains the need for an upper bound on $\gamma$ (it turns out that $\gamma<1 / 4$ suffices; see the proof in Section 4). Moreover, we note that one may well take different sequences $\delta_{t}^{i}$ for different players $i$ (cf. the Remark at the end of Section 4).

[^5]
## 3 Discussion

## (a) Reinforcement and stimulus-response

The play procedures of this paper can be interpreted as "reinforcement" or "stimulus-response" procedures (see, for example, Bush and Mosteller [1955], Roth and Erev [1995], Borgers and Sarin [1995], Erev and Roth [1998], Fudenberg and Levine [1998, Section 4.8]). Indeed, the behavior of our players is very far from the ideal of a sophisticated decision-maker that makes optimal decisions given his (more or less well-formed) beliefs about the environment. The behavior we postulate is, in fact, much closer to the model of a reflexoriented individual that, from a very limited conception of the world in which he lives, simply reacts to stimuli by reinforcing those behaviors with "pleasurable" consequences.

In order to be specific and to illustrate the above point further, let us assume that the payoffs are positive and focus on the limit case of our procedure where probabilities are chosen in exact proportion to the modified regrets (5). Suppose that player $i$ has played action $j$ at period $t$. We then have for every $k \neq j$ :

- if $Q_{t}^{i}(j, k)>0$ then $Q_{t+1}^{i}(j, k)<Q_{t}^{i}(j, k)$; and
- if $Q_{t}^{i}(j, k)=0$ then $Q_{t+1}^{i}(j, k)=0$.

Thus all the modified regrets decrease (or stay null) from $t$ to $t+1$. Hence the probability of choosing $j$ at $t+1$ gets "reinforced" (i.e., increases relative to the same probability at $t$ ) by the occurrence of $j$ at $t$, while the probabilities of the other actions $k \neq j$ decrease. Moreover, as can easily be seen from Definitions (4) and (5), the higher the payoff obtained at time $t$ (when $j$ was played), the greater this reinforcement. Finally, all these effects decrease with time - since we average over $t$ in (4).

## (b) Related work

There is by now a substantive body of work on not fully optimal behavior in repeated games (see for instance the book of Fudenberg and Levine [1998]). In particular, strategies that lead to the set of correlated equilibria have been proposed by Foster and Vohra [1997] and by Fudenberg and Levine [1999]. There is also an older tradition, beginning with Hannan [1957], that focuses on another form of regrets (of an "unconditional" kind - see (c) below) and on strategies that asymptotically take them down to zero. Clearly, our work (here and in Hart and Mas-Colell [2000, 2001]) belongs to these lines of research. Since the main difference between [HM] and the current paper is that here the players do not know the game, we want to point out that this "unknown game case" has already been studied. Specifically, in the context of Hannan regrets, see Foster and Vohra [1993, 1998], Auer et al. [1995] and Fudenberg and Levine [1998, Section 4.8] (and also Baños [1968] and Megiddo [1980] for related work).

## (c) Hannan-consistency

We say that a strategy of a player is Hannan-consistent if it guarantees that his long-run average payoff is as large as the highest payoff that can be obtained by playing a constant action; that is, it is no less than the oneshot best-reply payoff against the empirical distribution of play of the other players. Formally, the Hannan regret of player $i$ at time $t$ for action $k \in S^{i}$ is defined as

$$
D H_{t}^{i}(k):=\frac{1}{t} \sum_{\tau=1}^{t} u^{i}\left(k, s_{\tau}^{-i}\right)-\frac{1}{t} \sum_{\tau=1}^{t} U_{\tau}^{i}=u^{i}\left(k, z_{t}^{-i}\right)-\frac{1}{t} \sum_{\tau=1}^{t} U_{\tau}^{i},
$$

where $z_{t}^{-i} \in \Delta\left(S^{-i}\right)$ is the empirical distribution of the actions chosen by the other players in the past. ${ }^{10,11}$ A strategy of player $i$ is then called Hannanconsistent if, as $t$ increases, all Hannan-regrets are guaranteed to become almost surely non-positive in the limit, no matter what the other players do; that is, with probability one, $\lim \sup _{t \rightarrow \infty} D H_{t}^{i}(k) \leq 0$ for all $k \in S^{i}$. The reader is referred to Hart and Mas-Colell [2001] for detailed discussions and results.

In the setup of the current paper, the "modified-regret-matching" approach leads to a simple reinforcement strategy that is Hannan-consistent (recall [HM, Theorem B]): For every $k \in S^{i}$ define

$$
C H_{t}^{i}(k):=\frac{1}{t} \sum_{\tau \leq t: s_{\tau}^{i}=k} \frac{1}{p_{\tau}^{i}(k)} U_{\tau}^{i}-\frac{1}{t} \sum_{\tau=1}^{t} U_{\tau}^{i}
$$

and

$$
\begin{equation*}
p_{t+1}^{i}(k):=\left(1-\delta_{t}\right) \frac{\left[C H_{t}^{i}(k)\right]_{+}}{\sum_{j \in S^{i}}\left[C H_{t}^{i}(j)\right]_{+}}+\delta_{t} \frac{1}{m^{i}} \tag{8}
\end{equation*}
$$

Here $\delta_{t}=\delta / t^{\gamma}$ for some $\delta>0$ and $0<\gamma<1 / 2$; we take $p_{t+1} \in \Delta\left(S^{i}\right)$ to be arbitrary for $t=0$ and whenever the denominator vanishes. We have

Theorem 3. The strategy (8) is Hannan-consistent.

The proof of this theorem is parallel to, and simpler than, the proof of Theorem 2 below, and therefore omitted.

[^6]
## 4 Proof

In this section we will prove Theorems 1 and 2 of Section 2 together. Let

$$
\delta_{t}:=\frac{\delta}{t^{\gamma}}
$$

where $\delta>0$ and $0 \leq \gamma<1 / 4$. For Theorem 1 take $\gamma=0$, and for Theorem $2, \gamma>0$.

We introduce some notations, in addition to those of the previous sections. Fix player $i$ in $N$; for simplicity, we drop reference to the index $i$ whenever this does not create confusion (thus we write $C_{t}$ instead of $C_{t}^{i}$, and so on). Recall that $m:=\left|S^{i}\right|$ is the number of strategies of $i$, and $M$ is an upper bound on the payoffs: $M \geq\left|u^{i}(s)\right|$ for all $s \in S$. Denote $L:=\left\{(j, k) \in S^{i} \times S^{i}: j \neq k\right\}$; then $\mathbb{R}^{L}$ is the $m(m-1)$ Euclidean space with coordinates indexed by $L$.

For each $t=1,2, \ldots$ and each $(j, k)$ in $L$, denote ${ }^{12}$

$$
\begin{aligned}
Z_{t}(j, k) & :=\frac{p_{t}^{i}(j)}{p_{t}^{i}(k)} \mathbf{1}_{\left\{s_{t}^{i}=k\right\}}-\mathbf{1}_{\left\{s_{t}^{i}=j\right\}} \\
B_{t}(j, k) & :=Z_{t}(j, k) u^{i}\left(s_{t}\right) \\
A_{t}(j, k) & :=\mathbf{1}_{\left\{s_{t}^{i}=j\right\}}\left(u^{i}\left(k, s_{t}^{-i}\right)-u^{i}\left(s_{t}\right)\right)
\end{aligned}
$$

Thus, we have

$$
\begin{aligned}
C_{t}(j, k) & =\frac{1}{t} \sum_{\tau \leq t} B_{\tau}(j, k) \text { and } \\
D_{t}(j, k) & =\frac{1}{t} \sum_{\tau \leq t} A_{\tau}(j, k)
\end{aligned}
$$

We shall write $B_{t}$ for the vector $\left(B_{t}(j, k)\right)_{(j, k) \in L} \in \mathbb{R}^{L}$; and similarly for the other vectors $A_{t}, C_{t}$, and so on. Next, define

$$
\Pi_{t}(j, k):= \begin{cases}\left(1-\delta_{t}\right) \min \left\{\frac{1}{\mu} C_{t}^{+}(j, k), \frac{1}{m-1}\right\}+\delta_{t} \frac{1}{m}, & \text { if } k \neq j \\ \left(1-\delta_{t}\right)\left(1-\sum_{k^{\prime} \neq j} \min \left\{\frac{1}{\mu} C_{t}^{+}\left(j, k^{\prime}\right), \frac{1}{m-1}\right\}\right)+\delta_{t} \frac{1}{m}, & \text { if } k=j\end{cases}
$$

Note that $\Pi_{t}(j, \cdot) \in \Delta\left(S^{i}\right)$ for all $j \in S^{i}$; thus $\Pi_{t}$ is a transition probability matrix on $S^{i}$. Both procedures (6) and (7) satisfy $p_{t+1}^{i}(k)=\Pi_{t}\left(s_{t}^{i}, k\right)$ for all $k$ (where, again, $\gamma=0$ corresponds to (6) and $\gamma>0$ to (7)). Let

$$
\rho_{t}:=\left(\operatorname{dist}\left(C_{t}, \mathbb{R}_{-}^{L}\right)\right)^{2} \equiv \sum_{j \neq k}\left(C_{t}^{+}(j, k)\right)^{2}
$$

[^7]be the squared Euclidean distance (in $\mathbb{R}^{L}$ ) of the vector $C_{t}$ from the nonpositive orthant $\mathbb{R}_{-}^{L}$.

We will use the standard " $\mathbf{O}$ " notation: For two real-valued functions $f(\cdot)$ and $g(\cdot)$ defined on a domain $X$, we take " $f(x)=\mathbf{O}(g(x))$ " to mean that there exists a constant $K<\infty$ such that $|f(x)| \leq K g(x)$ for all $x$ in $X$. From now on, $t, v, w$ will denote positive integers; $h_{t}=\left(s_{\tau}\right)_{\tau \leq t}$ will be histories of length $t ; j, k$, and $s^{i}$ will be strategies of $i$ (i.e., elements of $S^{i}$ ); $s$ and $s^{-i}$ will be elements of $S$ and $S^{-i}$, respectively. Unless stated otherwise, all statements should be understood to hold "for all $t, v, h_{t}, j, k$, etc."; where histories $h_{t}$ are concerned, only those that occur with positive probability are considered. Finally, P stands for Probability, E for Expectation and Var for Variance.

The proof of Theorems 1 and 2 will be divided into 14 steps. Step 14 shows that the regrets are "small" in the limit; the Proposition of Section 3 of [HM] then implies that the empirical distributions are correlated approximate equilibria. We note that Steps $1-11$ hold for any non-increasing sequence $\delta_{t}>0$, whereas Steps $12-14$ make use of the special form $\delta_{t}=\delta / t^{\gamma}$. A guide to the proof follows the statement of the steps.

## - Step 1:

(i) $\mathbf{E}\left[(t+v)^{2} \rho_{t+v} \mid h_{t}\right] \leq t^{2} \rho_{t}+2 t \sum_{w=1}^{v} C_{t}^{+} \cdot \mathbf{E}\left[B_{t+w} \mid h_{t}\right]+\mathbf{O}\left(\frac{v^{2}}{\delta_{t+v}^{2}}\right)$.
(ii) $(t+v)^{2} \rho_{t+v}-t^{2} \rho_{t}=\mathbf{O}\left(\frac{t v+v^{2}}{\delta_{t+v}^{2}}\right)$.

Define ${ }^{13}$

$$
\beta_{t+w}(j):=\sum_{k \neq j} \frac{1}{\mu} C_{t}^{+}(k, j) p_{t+w}^{i}(k)-\sum_{k \neq j} \frac{1}{\mu} C_{t}^{+}(j, k) p_{t+w}^{i}(j) .
$$

- Step 2:

$$
C_{t}^{+} \cdot \mathbf{E}\left[B_{t+w} \mid h_{t}\right]=\mu \mathbf{E}\left[\sum_{j \in S^{i}} u^{i}\left(j, s_{t+w}^{-i}\right) \beta_{t+w}(j) \mid h_{t}\right] .
$$

- Step 3:
(i) $C_{t+v}(j, k)-C_{t}(j, k)=\mathbf{O}\left(\frac{v}{t \delta_{t+v}}\right)$.
(ii) $\Pi_{t+v}(j, k)-\Pi_{t}(j, k)=\mathbf{O}\left(\frac{v}{t \delta_{t+v}}+\left(\delta_{t}-\delta_{t+v}\right)\right)$.

[^8]Define

$$
\begin{aligned}
\bar{Z}_{t}(j, k) & :=\frac{1}{t} \sum_{\tau=1}^{t} Z_{\tau}(j, k) ; \text { and } \\
Y_{t} & :=\sum_{(j, k) \in L}\left|\bar{Z}_{t}(j, k)\right|
\end{aligned}
$$

- Step 4:

$$
\Pi_{t}(j, k)-\frac{1}{\mu} C_{t}^{+}(j, k)=\mathbf{O}\left(\delta_{t}+Y_{t}\right) \text { for all } j \neq k
$$

- Step 5: ${ }^{14}$

$$
\begin{aligned}
C_{t}^{+} \cdot \mathbf{E}\left[B_{t+w} \mid h_{t}\right]= & \mu \mathbf{E}\left[\sum_{j \in S^{i}} u^{i}\left(j, s_{t+w}^{-i}\right)\left(\left(\Pi_{t}\right)^{2}-\Pi_{t}\right)\left(s_{t+w-1}^{i}, j\right) \mid h_{t}\right] \\
& +\mathbf{O}\left(\delta_{t}+Y_{t}+\frac{w}{t \delta_{t+w}}\right)
\end{aligned}
$$

For each $t>0$ and each history $h_{t}$, we define an auxiliary stochastic process $\left(\hat{s}_{t+w}\right)_{w=0,1,2, \ldots}$ with values in $S$ as follows: The initial state is $\hat{s}_{t}=s_{t}$, and the transition probabilities are ${ }^{15}$

$$
\mathbf{P}\left[\hat{s}_{t+w}=s \mid \hat{s}_{t}, \ldots, \hat{s}_{t+w-1}\right]:=\prod_{\ell \in N} \Pi_{t}^{\ell}\left(\hat{s}_{t+w-1}^{\ell}, s^{\ell}\right)
$$

That is, the $\hat{s}$-process is stationary: It uses the transition probabilities of period $t$ at each period $t+1, t+2, \ldots, t+w, \ldots$

- Step 6:

$$
\mathbf{P}\left[s_{t+w}=s \mid h_{t}\right]-\mathbf{P}\left[\hat{s}_{t+w}=s \mid h_{t}\right]=\mathbf{O}\left(\frac{w^{2}}{t \delta_{t+w}}+w\left(\delta_{t}-\delta_{t+w}\right)\right)
$$

- Step 7:

$$
\begin{aligned}
C_{t}^{+} \cdot \mathbf{E}\left[B_{t+w} \mid h_{t}\right]= & \mu \mathbf{E}\left[\sum_{j \in S^{i}} u^{i}\left(j, \hat{s}_{t+w}^{-i}\right)\left(\left(\Pi_{t}\right)^{2}-\Pi_{t}\right)\left(\hat{s}_{t+w-1}^{i}, j\right) \mid h_{t}\right] \\
& +\mathbf{O}\left(\delta_{t}+Y_{t}+\frac{w^{2}}{t \delta_{t+w}}+w\left(\delta_{t}-\delta_{t+w}\right)\right)
\end{aligned}
$$

$\overline{{ }^{14}\left(\Pi_{t}\right)^{2}}$ is the second power of the matrix $\Pi_{t}$ (i.e., $\left.\Pi_{t} \Pi_{t}\right)$, and $\left(\left(\Pi_{t}\right)^{2}-\Pi_{t}\right)(k, j)$ is the $(k, j)$-element of the matrix $\left(\Pi_{t}\right)^{2}-\Pi_{t}$.
${ }^{15}$ We write $\Pi_{t}^{\ell}$ for the transition probability matrix of player $\ell\left(\right.$ thus $\Pi_{t}$ is $\left.\Pi_{t}^{i}\right)$.

- Step 8:

$$
\begin{aligned}
& \mathbf{E}\left[\sum_{j \in S^{i}} u^{i}\left(j, \hat{s}_{t+w}^{-i}\right)\left(\left(\Pi_{t}\right)^{2}-\Pi_{t}\right)\left(\hat{s}_{t+w-1}^{i}, j\right) \mid h_{t}\right] \\
& \quad=\sum_{s^{-i} \in S^{-i}} \mathbf{P}\left[\hat{s}_{t+w}^{-i}=s^{-i} \mid h_{t}\right]\left(\left(\Pi_{t}\right)^{w+1}-\left(\Pi_{t}\right)^{w}\right)\left(s_{t}^{i}, j\right)=\mathbf{O}\left(\frac{1}{\sqrt{w}}\right)
\end{aligned}
$$

- Step 9:

$$
\begin{gathered}
\mathbf{E}\left[(t+v)^{2} \rho_{t+v} \mid h_{t}\right] \leq \\
t^{2} \rho_{t}+\mathbf{O}\left(t v \delta_{t}+t v Y_{t}+\frac{v^{3}}{\delta_{t+v}}+t v^{2}\left(\delta_{t}-\delta_{t+v}\right)+t \sqrt{v}+\frac{v^{2}}{\delta_{t+v}^{2}}\right) .
\end{gathered}
$$

- Step 10:
(i) $\mathbf{E}\left[Z_{t}(j, k) \mid h_{t-1}\right]=0$.
(ii) $\operatorname{Var}\left[Z_{t}(j, k)\right]=\mathbf{O}\left(\frac{1}{\delta_{t}}\right)$.
- Step 11:
(i) $\lim _{t \rightarrow \infty} \bar{Z}_{t}(j, k)=0$ a.s.
(ii) $\lim _{t \rightarrow \infty} Y_{t}=0$ a.s.
(iii) $\lim _{t \rightarrow \infty}\left(C_{t}(j, k)-D_{t}(j, k)\right)=0$ a.s.

Let $\xi$ satisfy $^{16}$

$$
\begin{equation*}
1<\xi<\min \left\{\frac{2}{1+\gamma}, \frac{1}{4 \gamma}\right\} ; \tag{9}
\end{equation*}
$$

such a $\xi$ exists since $0 \leq \gamma<1 / 4$. For each $n=1,2, \ldots$, let $t_{n}:=\left\lfloor n^{\xi}\right\rfloor$ be the largest integer not exceeding $n^{\xi}$.

- Step 12: There exists $\eta<2 \xi-1$ such that

$$
\mathbf{E}\left[t_{n+1}^{2} \rho_{t_{n+1}} \mid h_{t_{n}}\right] \leq t_{n}^{2} \rho_{t_{n}}+\mathbf{O}\left(\delta n^{2 \xi-\xi \gamma-1}+Y_{t_{n}} n^{2 \xi-1}+n^{\eta}\right) .
$$

- Step 13:
(i) If $\gamma=0$ then $\limsup _{n \rightarrow \infty} \rho_{t_{n}}=\mathbf{O}(\delta)$ a.s.
(ii) If $\gamma>0$ then $\lim _{n \rightarrow \infty} \rho_{t_{n}}=0$ a.s.

[^9]
## - Step 14:

(i) If $\gamma=0$ then $\limsup _{t \rightarrow \infty} R_{t}(j, k)=\mathbf{O}(\sqrt{\delta})$ a.s.
(ii) If $\gamma>0$ then $\lim _{t \rightarrow \infty} R_{t}(j, k)=0$ a.s.

We now provide a short intuitive overview of the steps of the proof. The proof is based on the Proof of the Main Theorem of [HM] (see Steps M1-M11 in the Appendix there) - which in turn is inspired by the Approachability Theorem of Blackwell [1956] — with a number of additional steps needed to take care of the modifications. Most of the proof is devoted to showing that the modified regrets $Q_{t} \equiv C_{t}^{+}$are small. From this one readily gets in Step 14 that the actual regrets $R_{t} \equiv D_{t}^{+}$are also small, since the difference $C_{t}-D_{t}$ is a martingale converging almost surely to 0 (see Step 11(iii)). The main steps in the proof are as follows: We start with the basic recursion equation in Step 1(i) (similar to [HM, Step M1(i)]). Next, we estimate the "middle term" on the right-hand side of $1(\mathrm{i})$ by approximating the $s$-process with the $\hat{s}$-process, which is independent across players (Steps 2-7; parallel to [HM, Steps M2M6]). This leads to a formula similar to [HM, Formula (3.4)], except that the invariant distribution $q_{\lambda}$ in $[\mathrm{HM},(3.4 \mathrm{~b})]$ is replaced here by the transitions after $w$ and $w+1$ periods, which are close to one another (Step 8; compare with [HM, Step M7]). Finally, we obtain the recursion formula in Step 9. On comparing this formula with the parallel one in [HM, Step M8], we see that in Step 9 there are additional terms; one of them, which comes about because the modified regrets are not bounded, contains a random variable $Y_{t}$. Step 10, Step 11 and the Proof of Step 13 show that this term also goes to zero. Steps 12 and 13 complete the proof for the modified regrets, in a manner that is similar to [HM, Steps M9-M11] (though more complicated, partly because of the $Y_{t}$ terms). As we have indicated above, Step 14 yields the needed result for the actual regrets.

We now proceed to the proofs of Steps 1-14.

- Proof of Step 1: Because $C_{t}^{-} \in \mathbb{R}_{-}^{L}$ we have

$$
\begin{aligned}
\rho_{t+v} \leq & \left\|C_{t+w}-C_{t}^{-}\right\|^{2}=\left\|\frac{t}{t+v} C_{t}+\frac{1}{t+v} \sum_{w=1}^{v} B_{t+w}-C_{t}^{-}\right\|^{2} \\
= & \frac{t^{2}}{(t+v)^{2}}\left\|C_{t}-C_{t}^{-}\right\|^{2}+\frac{2 t}{(t+v)^{2}} \sum_{w=1}^{v}\left(B_{t+w}-C_{t}^{-}\right) \cdot\left(C_{t}-C_{t}^{-}\right) \\
& +\frac{v^{2}}{(t+v)^{2}}\left\|\frac{1}{v} \sum_{w=1}^{v} B_{t+w}-C_{t}^{-}\right\|^{2} \\
\leq & \frac{t^{2}}{(t+v)^{2}} \rho_{t}+\frac{2 t}{(t+v)^{2}} \sum_{w=1}^{v} B_{t+w} \cdot C_{t}^{+}+\frac{v^{2}}{(t+v)^{2}} m(m-1) \frac{4 M^{2} m^{2}}{\delta_{t+v}^{2}}
\end{aligned}
$$

Indeed: For the second term, note that $C_{t}^{-} \cdot\left(C_{t}-C_{t}^{-}\right)=C_{t}^{-} \cdot C_{t}^{+}=0$. As for the third term, we have $\left|u^{i}(s)\right| \leq M$ and $\left|Z_{t+w}(j, k)\right| \leq m / \delta_{t+w} \leq m / \delta_{t+v}$ for $w \leq v$ (since the sequence $\delta_{t}$ is non-increasing); therefore $B_{t+w}(j, k)$ and $C_{t}(j, k)$ are each bounded by $2 M m / \delta_{t+v}$. This yields (ii). To get (i), take the conditional expectation given $h_{t}$ (thus $\rho_{t}$ and $C_{t}$ are fixed).

- Proof of Step 2: Note that $B_{t+w}(j, k)$ vanishes except when $s_{t+w}^{i}=$ $j, k$. We condition on $h_{t+w-1}$ and $s_{t+w}^{-i}$ (i.e., on the whole history $h_{t+w}$ except player $i$ 's choice at time $t+w$ ):

$$
\begin{aligned}
& \mathbf{E}\left[B_{t+w}(j, k) \mid h_{t+w-1}, s_{t+w}^{-i}=s^{-i}\right] \\
& \quad=p_{t+w}^{i}(k) \frac{p_{t+w}^{i}(j)}{p_{t+w}^{i}(k)} u^{i}\left(k, s^{-i}\right)-p_{t+w}^{i}(j) u^{i}\left(j, s^{-i}\right) \\
& \quad=p_{t+w}^{i}(j)\left(u^{i}\left(k, s^{-i}\right)-u^{i}\left(j, s^{-i}\right)\right)
\end{aligned}
$$

Hence

$$
\begin{aligned}
& C_{t}^{+} \cdot \mathbf{E}\left[B_{t+w} \mid h_{t+w-1}, s_{t+w}^{-i}=s^{-i}\right] \\
& =\sum_{j} \sum_{k \neq j} C_{t}^{+}(j, k) p_{t+w}^{i}(j)\left(u^{i}\left(k, s^{-i}\right)-u^{i}\left(j, s^{-i}\right)\right) \\
& =\sum_{j} u^{i}\left(j, s^{-i}\right)\left(\sum_{k \neq j} C_{t}^{+}(k, j) p_{t+w}^{i}(k)-\sum_{k \neq j} C_{t}^{+}(j, k) p_{t+w}^{i}(j)\right)
\end{aligned}
$$

(we have collected together all terms containing $u^{i}\left(j, s^{-i}\right)$ ). Conditioning now on $h_{t}$ yields the result.

- Proof of Step 3: We have

$$
(t+v)\left|C_{t+v}(j, k)-C_{t}(j, k)\right| \leq \sum_{w=1}^{v}\left|B_{t+w}(j, k)-C_{t}(j, k)\right|
$$

Since both $B_{t+w}(j, k)$ and $C_{t}(j, k)$ are $\mathbf{O}\left(1 / \delta_{t+v}\right)$, we get $C_{t+v}(j, k)-$ $C_{t}(j, k)=\mathbf{O}\left(v /\left(t \delta_{t+v}\right)\right)$. For $j \neq k$, the difference between $\Pi_{t+v}(j, k)$ and $\Pi_{t}(j, k)$ is therefore at most $\left(1-\delta_{t}\right) \mathbf{O}\left(v /\left(t \delta_{t+v}\right)\right)+\left(\delta_{t}-\delta_{t+v}\right) /(m-1)$. For $j=k$, it is at most $m-1$ times this amount.

- Proof of Step 4: We distinguish two cases. First, when $(1 / \mu) C_{t}^{+}(j, k)$ $\leq 1 /(m-1)$, we have

$$
\Pi_{t}(j, k)-\frac{1}{\mu} C_{t}^{+}(j, k)=\delta_{t}\left(\frac{1}{m}-\frac{1}{\mu} C_{t}^{+}(j, k)\right)
$$

and this is $\mathbf{O}\left(\delta_{t}\right)$ (it lies between 0 and $\delta_{t} / m$ ).

Second, when $(1 / \mu) C_{t}^{+}(j, k) \geq 1 /(m-1)$, we have

$$
\Pi_{t}(j, k)=\frac{1-\delta_{t}}{m-1}+\frac{\delta_{t}}{m} \leq \frac{1}{m-1} \leq \frac{1}{\mu} C_{t}^{+}(j, k)
$$

For the opposite inequality, note that $\left|Z_{\tau}(j, k)\right| \leq 2+Z_{\tau}(j, k)$ (since the only possible negative value of $Z_{\tau}(j, k)$ is -1$)$, thus

$$
\begin{aligned}
\frac{1}{\mu} C_{t}^{+}(j, k) & \leq \frac{1}{\mu}\left|C_{t}(j, k)\right| \leq \frac{1}{\mu t} \sum_{\tau=1}^{t}\left|Z_{\tau}(j, k)\right|\left|u^{i}\left(s_{\tau}\right)\right| \\
& \leq \frac{2 M}{\mu}+\frac{M}{\mu} \bar{Z}_{t}(j, k)<\frac{1}{m-1}+\frac{M}{\mu} \bar{Z}_{t}(j, k) \\
& =\Pi_{t}(j, k)+\frac{\delta_{t}}{m(m-1)}+\frac{M}{\mu} \bar{Z}_{t}(j, k)
\end{aligned}
$$

(recall that $\mu>2 M(m-1)$ ).

- Proof of Step 5: Denote $s_{t+w-1}^{i}$ by $r$; then

$$
\beta_{t+w}(j)=\sum_{k \neq j} \frac{1}{\mu} C_{t}^{+}(k, j) \Pi_{t+w-1}(r, k)-\sum_{k \neq j} \frac{1}{\mu} C_{t}^{+}(j, k) \Pi_{t+w-1}(r, j)
$$

Also,

$$
\begin{aligned}
\left(\left(\Pi_{t}\right)^{2}-\Pi_{t}\right)(r, j) & =\left(\Pi_{t}\right)^{2}(r, j)-\Pi_{t}(r, j) \\
& =\sum_{k \in S^{i}} \Pi_{t}(k, j) \Pi_{t}(r, k)-\Pi_{t}(r, j) \sum_{k \in S^{i}} \Pi_{t}(j, k) \\
& =\sum_{k \neq j} \Pi_{t}(k, j) \Pi_{t}(r, k)-\sum_{k \neq j} \Pi_{t}(j, k) \Pi_{t}(r, j)
\end{aligned}
$$

(we have subtracted the $j$-term from both sums). Comparing the last expression with $\beta_{t+w}(j)$, we see that $\left(\left(\Pi_{t}\right)^{2}-\Pi_{t}\right)(r, j)$ is obtained by replacing each $C_{t}^{+} / \mu$ and each $\Pi_{t+w-1}$ in $\beta_{t+w}(j)$ by $\Pi_{t}$. Thus

$$
\begin{aligned}
\beta_{t+w}(j)-\left(\left(\Pi_{t}\right)^{2}-\Pi_{t}\right)(r, j)= & \sum_{k \neq j}\left(\frac{1}{\mu} C_{t}^{+}(k, j)-\Pi_{t}(k, j)\right) \Pi_{t+w-1}(r, k) \\
& +\sum_{k \neq j} \Pi_{t}(k, j)\left(\Pi_{t+w-1}(r, k)-\Pi_{t}(r, k)\right) \\
& -\sum_{k \neq j}\left(\frac{1}{\mu} C_{t}^{+}(j, k)-\Pi_{t}(j, k)\right) \times \\
& \times \Pi_{t+w-1}(r, j) \\
& -\sum_{k \neq j} \Pi_{t}(j, k)\left(\Pi_{t+w-1}(r, j)-\Pi_{t}(r, j)\right) \\
= & \mathbf{O}\left(\delta_{t}+Y_{t}+\frac{w}{t \delta_{t+w}}\right)
\end{aligned}
$$

by the estimates of Steps 3(ii) and 4. It only remains to substitute this into the formula of Step 2.

- Proof of Step 6: We use the Lemma of [HM, Step M4], which implies that if the 1-step transition probabilities of two Markov processes on $S$ differ by at most $\beta$, then the $w$-step transition probabilities differ by at most $|S| w \beta$. Applying this to the $\hat{s}$ - and $s$-processes, with $\beta$ given by Step 3(ii), yields the result.
- Proof of Step 7: Replacing $\left(s_{t+w}\right)_{w}$ by $\left(\hat{s}_{t+w}\right)_{w}$ in the formula of Step 5 gives an additional error that is estimated in Step 6 (note that the two processes $\left(s_{t+w}\right)_{w}$ and $\left(\hat{s}_{t+w}\right)_{w}$ start from the same history $\left.h_{t}\right)$.
- Proof of Step 8: Given $h_{t}$, the random variables $\hat{s}_{t+w}^{-i}$ and $\hat{s}_{t+w-1}^{i}$ are independent, since the transition probabilities of the $\hat{s}$-process are all determined at time $t$, and the players randomize independently. Hence:

$$
\begin{aligned}
& \mathbf{E}\left[\sum_{j \in S^{i}} u^{i}\left(j, \hat{s}_{t+w}^{-i}\right)\left(\left(\Pi_{t}\right)^{2}-\Pi_{t}\right)\left(\hat{s}_{t+w-1}^{i}, j\right) \mid h_{t}\right] \\
& =\sum_{s^{-i} \in S^{-i}} \mathbf{P}\left[\hat{s}_{t+w}^{-i}=s^{-i} \mid h_{t}\right] \sum_{r \in S^{i}} \mathbf{P}\left[\hat{s}_{t+w-1}^{i}=r \mid h_{t}\right]\left(\left(\Pi_{t}\right)^{2}-\Pi_{t}\right)(r, j) \\
& =\sum_{s^{-i}} \mathbf{P}\left[\hat{s}_{t+w}^{-i}=s^{-i} \mid h_{t}\right] \sum_{r}\left(\Pi_{t}\right)^{w-1}\left(s_{t}^{i}, r\right)\left(\left(\Pi_{t}\right)^{2}-\Pi_{t}\right)(r, j) \\
& =\sum_{s^{-i}} \mathbf{P}\left[\hat{s}_{t+w}^{-i}=s^{-i} \mid h_{t}\right]\left(\left(\Pi_{t}\right)^{w+1}-\left(\Pi_{t}\right)^{w}\right)\left(s_{t}^{i}, j\right) .
\end{aligned}
$$

The estimate of $\mathbf{O}(1 / \sqrt{w})$ is obtained by the Lemma of [HM, Step M7]. ${ }^{17}$

- Proof of Step 9: Putting together the estimates of Steps 7 and 8 and recalling that $\sum_{w=1}^{v} w^{\lambda}=\mathbf{O}\left(v^{\lambda+1}\right)$ for $\lambda \neq-1$ yields
$2 t \sum_{w=1}^{v} C_{t}^{+} \cdot \mathbf{E}\left[B_{t+w} \mid h_{t}\right]=\mathbf{O}\left(t v \delta_{t}+t v Y_{t}+\frac{t v^{3}}{\delta_{t+v}}+t v^{2}\left(\delta_{t}-\delta_{t+v}\right)+t \sqrt{v}\right)$.
Recalling the formula of Step 1(i) completes the proof.

[^10]- Proof of Step 10: Part (i) follows immediately from the definition of $Z_{t}(j, k)$ :

$$
\mathbf{E}\left[Z_{t}(j, k) \mid h_{t-1}\right]=\frac{p_{t}^{i}(j)}{p_{t}^{i}(k)} p_{t}^{i}(k)-p_{t}^{i}(j)=0 .
$$

Therefore $\mathbf{E}\left[Z_{t}(j, k)\right]=0$, and

$$
\begin{aligned}
\operatorname{Var}\left[Z_{t}(j, k)\right] & =\mathbf{E}\left[Z_{t}^{2}(j, k)\right]=\mathbf{E}\left[\mathbf{E}\left[Z_{t}^{2}(j, k) \mid h_{t-1}\right]\right] \\
& =\mathbf{E}\left[\frac{\left(p_{t}^{i}(j)\right)^{2}}{\left(p_{t}^{i}(k)\right)^{2}} p_{t}^{i}(k)+(-1)^{2} p_{t}^{i}(j)\right] \leq \mathbf{E}\left[\frac{1}{p_{t}^{i}(k)}\right] \leq \frac{m}{\delta_{t}},
\end{aligned}
$$

which gives (ii).

- Proof of Step 11: We will use the following Strong Law of Large Numbers for Dependent Random Variables; see Loève [1978, Theorem 32.1.E]:

Theorem 4. Let $\left(X_{n}\right)_{n=1,2 \ldots}$. be a sequence of random variables and $\left(b_{n}\right)_{n=1,2, \ldots}$ a sequence of real numbers increasing to $\infty$, such that the series $\sum_{n=1}^{\infty} \operatorname{Var}\left(X_{n}\right) / b_{n}^{2}$ converges. Then

$$
\lim _{n \rightarrow \infty} \frac{1}{b_{n}} \sum_{\nu=1}^{n}\left(X_{\nu}-\mathbf{E}\left[X_{\nu} \mid X_{1}, \ldots, X_{\nu-1}\right]\right)=0 \text { a.s. }
$$

In our case, we have by Step 10(ii)

$$
\sum_{t=1}^{\infty} \frac{1}{t^{2}} \operatorname{Var}\left[Z_{t}(j, k)\right] \leq \sum_{t=1}^{\infty} \frac{m}{t^{2} \delta_{t}}=\sum_{t=1}^{\infty} \frac{m}{\delta t^{2-\gamma}}
$$

This series converges, since $\gamma<1 / 4<1$. Therefore

$$
\frac{1}{t} \sum_{\tau \leq t}\left(Z_{\tau}(j, k)-\mathbf{E}\left[Z_{\tau}(j, k) \mid Z_{1}(j, k), \ldots, Z_{\tau-1}(j, k)\right]\right) \rightarrow 0 \text { a.s. }
$$

and thus, by Step $10(\mathrm{i}), \bar{Z}_{t}(j, k) \rightarrow 0$ a.s. This yields (i) and (ii).
To get (iii), note that $\mathbf{1}_{\left\{s_{t}^{i}=k\right\}} u^{i}\left(s_{t}\right)=\mathbf{1}_{\left\{s_{t}^{i}=k\right\}} u^{i}\left(k, s_{t}^{-i}\right)$, so

$$
\begin{aligned}
& B_{t}(j, k)-A_{t}(j, k) \\
&=\left(\frac{p_{t}^{i}(j)}{p_{t}^{i}(k)} \mathbf{1}_{\left\{s_{t}^{i}=k\right\}}-\mathbf{1}_{\left\{s_{t}^{i}=j\right\}}\right) u^{i}\left(s_{t}\right)-\mathbf{1}_{\left\{s_{t}^{i}=j\right\}}\left(u^{i}\left(k, s_{t}^{-i}\right)-u^{i}\left(s_{t}\right)\right) \\
&=\left(\frac{p_{t}^{i}(j)}{p_{t}^{i}(k)} \mathbf{1}_{\left\{s_{t}^{i}=k\right\}}-\mathbf{1}_{\left\{s_{t}^{i}=j\right\}}\right) u^{i}\left(k, s_{t}^{-i}\right)=Z_{t}(j, k) u^{i}\left(k, s_{t}^{-i}\right) .
\end{aligned}
$$

But $s_{t}^{i}$ and $s_{t}^{-i}$ are independent given $h_{t-1}$, therefore

$$
\mathbf{E}\left[B_{t}(j, k)-A_{t}(j, k) \mid h_{t-1}\right]=\mathbf{E}\left[Z_{t}(j, k) \mid h_{t-1}\right] \mathbf{E}\left[u^{i}\left(k, s_{t}^{-i}\right) \mid h_{t-1}\right]=0,
$$

since the first term is 0 by Step 10(i). Moreover,

$$
\begin{aligned}
\operatorname{Var}\left[B_{t}(j, k)-A_{t}(j, k)\right] & =\mathbf{E}\left[Z_{t}^{2}(j, k)\left(u^{i}\left(k, s_{t}^{-i}\right)\right)^{2}\right] \\
& \leq M^{2} \mathbf{E}\left[Z_{t}^{2}(j, k)\right]=\mathbf{O}\left(\frac{1}{\delta_{t}}\right) .
\end{aligned}
$$

It follows that the series $\sum_{t} \operatorname{Var}\left[B_{t}(j, k)-A_{t}(j, k)\right] / t^{2}$ converges, implying that ${ }^{18} C_{t}(j, k)-D_{t}(j, k)=(1 / t) \sum_{\tau \leq t}\left(B_{\tau}(j, k)-A_{\tau}(j, k)\right) \rightarrow 0$ a.s. $t \rightarrow \infty$ (argument as in the proof of (i) above).

- Proof of Step 12: Apply the inequality of Step 9 with $t=t_{n}=\left\lfloor n^{\xi}\right\rfloor$ and $v=t_{n+1}-t_{n}$. Then: $v=\mathbf{O}\left(n^{\xi-1}\right) ; \delta_{t} \approx \delta n^{-\xi \gamma} ; \delta_{t+v} \approx \delta(n+1)^{-\xi \gamma}=$ $\mathbf{O}\left(n^{-\xi \gamma}\right)$; and ${ }^{19} \delta_{t}-\delta_{t+v}=\mathbf{O}\left(n^{-\xi \gamma-1}\right)$. Therefore

$$
\begin{aligned}
\mathbf{E}\left[t_{n+1}^{2} \rho_{t_{n+1}} \mid h_{t_{n}}\right] \leq & t_{n}^{2} \rho_{t_{n}}+\mathbf{O}\left(\delta n^{2 \xi-\xi \gamma-1}+Y_{t_{n}} n^{2 \xi-1}\right) \\
& +\mathbf{O}\left(n^{3 \xi+\xi \gamma-3}+n^{3 \xi-\xi \gamma-3}+n^{(3 \xi-1) / 2}+n^{2 \xi+2 \xi \gamma-2}\right) .
\end{aligned}
$$

To complete the proof, note that the definition (9) of $\xi$ implies that: $3 \xi-$ $\xi \gamma-3 \leq 3 \xi+\xi \gamma-3<2 \xi-1$ since $\xi<2 /(1+\gamma) ;(3 \xi-1) / 2<2 \xi-1$ since $\xi>1$; and $2 \xi+2 \xi \gamma-2<2 \xi-1$ since $\xi<1 /(4 \gamma) \leq 1 /(2 \gamma)$. Therefore we take $\eta:=\max \{3 \xi+\xi \gamma-3,(3 \xi-1) / 2,2 \xi+2 \xi \gamma-2\}<2 \xi-1$.

- Proof of Step 13: Let $b_{n}:=t_{n}^{2} \approx n^{2 \xi}$ and $X_{n}:=b_{n} \rho_{t_{n}}-b_{n-1} \rho_{t_{n-1}}=$ $t_{n}^{2} \rho_{t_{n}}-t_{n-1}^{2} \rho_{t_{n-1}}$. By Step 1(ii) we have $X_{n}=\mathbf{O}\left(\left(t_{n} v_{n}+v_{n}^{2}\right) / \delta_{t_{n+1}}^{2}\right)=$ $\mathbf{O}\left(n^{2 \xi+2 \xi \gamma-1}\right)$; thus $\sum_{n} \operatorname{Var}\left(X_{n}\right) / b_{n}^{2}=\sum_{n} \mathbf{O}\left(n^{4 \xi+4 \xi \gamma-2} / n^{4 \xi}\right)=$ $\sum_{n} \mathbf{O}\left(n^{4 \xi \gamma-2}\right)$ converges (since $4 \xi \gamma<1$ by the choice of $\left.\xi\right)$.

Next, consider $\left(1 / b_{n}\right) \sum_{\nu \leq n} \mathbf{E}\left[X_{\nu} \mid X_{1}, \ldots, X_{\nu-1}\right]$. The inequality of Step 12 yields three terms: The first is $\mathbf{O}\left(n^{-2 \xi} \delta \sum_{\nu \leq n} \nu^{2 \xi-\xi \gamma-1}\right)=\mathbf{O}\left(\delta n^{-\xi \gamma}\right)$; the second one converges to 0 a.s. as $t \rightarrow \infty$, since $Y_{t_{n}} \rightarrow 0$ by Step 10(ii) and Lemma 1 below (with $y_{n}=Y_{t_{n}}$ and $a_{n}=n^{2 \xi-1}$ ); and the third one is $\mathbf{O}\left(n^{\eta-(2 \xi-1)}\right) \rightarrow 0$ since $\eta<2 \xi-1$. Altogether, we get $\mathbf{O}(\delta)$ when $\gamma=0$, and 0 when $\gamma>0$.

[^11]The proof is completed by applying again the Strong Law of Large Numbers for Dependent Random Variables (Theorem 4) and noting that $0 \leq$ $\rho_{t_{n}}=\left(1 / b_{n}\right) \sum_{\nu \leq n} X_{\nu}$.

Lemma 1. Assume: (i) $y_{n} \rightarrow 0$ as $n \rightarrow \infty$; (ii) $a_{n}>0$ for all $n$; and (iii) $\sum_{n=1}^{\infty} a_{n}=\infty$. Then $c_{n}:=\sum_{\nu=1}^{n} a_{\nu} y_{\nu} / \sum_{\nu=1}^{n} a_{\nu} \rightarrow 0$ as $n \rightarrow \infty$.

Proof. Given $\varepsilon>0$, let $n_{0}$ be such that $\left|y_{n}\right|<\varepsilon$ for all $n>n_{0}$. Then $c_{n}=$ $\sum_{\nu \leq n_{0}} a_{\nu} y_{\nu} / \sum_{\nu \leq n} a_{\nu}+\sum_{n_{0}<\nu \leq n} a_{\nu} y_{\nu} / \sum_{\nu \leq n} a_{\nu}$. The first term converges to 0 (since the numerator is fixe $\overline{\mathrm{d}}$ ), and the second is bounded by $\varepsilon$.

- Proof of Step 14: When $t_{n} \leq t \leq t_{n+1}$, we have by Step 3(i): $C_{t}(j, k)-C_{t_{n}}(j, k)=\mathbf{O}\left(v_{n} /\left(t_{n} \delta_{n+1}\right)\right)=\mathbf{O}\left(n^{\xi \gamma-1}\right) \rightarrow 0$, for all $j \neq k$. Thus $\limsup { }_{t \rightarrow \infty} \rho_{t}$
$=\limsup \operatorname{sum}_{n \rightarrow \infty} \rho_{t_{n}}$. Recalling Step 11(iii) completes the proof.

Remark. For simplicity, we have assumed that all players use the same sequence $\left(\delta_{t}\right)_{t}$. In the case of different sequences $\left(\delta_{t}^{\ell}\right)_{t}$ for the different players $\ell \in N$, with $\delta_{t}^{\ell}=\delta^{\ell} / t^{\gamma^{\ell}}$ for some $\delta^{\ell}>0$ and $0 \leq \gamma^{\ell}<1 / 4$, it is straightforward to check that the estimate of Step 6 becomes now $\sum_{\ell \in N} \mathbf{O}\left(w^{2} /\left(t \delta_{t+w}^{\ell}\right)+w\left(\delta_{t}^{\ell}-\delta_{t+w}^{\ell}\right)\right)$. Choosing $\xi$ to satisfy $1<\xi<$ $\min \{2 /(1+\bar{\gamma}), 1 /(4 \bar{\gamma})\}$, where $\bar{\gamma}:=\max _{\ell \in N} \gamma^{\ell}$, yields, on the right-hand side of Step 12, $t_{n}^{2} \rho_{t_{n}}+\mathbf{O}\left(\delta^{i} n^{2 \xi-\xi \gamma^{i}-1}+Y_{t_{n}} n^{2 \xi-1}\right)+\mathbf{O}\left(n^{2 \xi-1}\right)$, and Steps 13 and 14 go through with $\delta^{i}$ and $\gamma^{i}$ instead of $\delta$ and $\gamma$, respectively. The final result in Step 14 becomes:
(i) If $\delta_{t}^{i}=\delta^{i}$ for all $t$, then $\lim \sup _{t} R_{t}^{i}(j, k)=\mathbf{O}\left(\sqrt{\delta^{i}}\right)$ a.s.
(ii) If $\delta_{t}^{i} \rightarrow 0$ (i.e. if $\gamma(i)>0$, then $\lim _{t} R_{t}^{i}(j, k)=0$ a.s.
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[^1]:    ${ }^{1}$ To avoid confusion, we will use the term "action" for the one-shot game, and "strategy" for the multi-stage game.
    ${ }^{2} \mathbb{R}$ denotes the real line.

[^2]:    ${ }^{3}$ Perhaps none: it could be a game against Nature.

[^3]:    ${ }^{4}$ For instance, if the probability of $k$ being chosen is always twice that of $j$, then in the long run $k$ will be played twice as often as $j$. So, in order to compare the sum of the payoffs over those periods when $j$ is played with the parallel sum when $k$ is played, one needs to multiply the $k$-sum by $1 / 2$. When the probabilities change over time, Formula (4) uses the correct normalization: the difference between the regrets and the modified regrets has conditional expectation equal to 0 (see Step 10(i) and the Proof of Step 11(iii) in Section 4).

[^4]:    ${ }^{5}$ Notice that there is no a priori lower bound on the probabilities appearing in the denominators.
    ${ }^{6}$ Roughly speaking, one needs this exogenous statistical "noise" to be able to estimate the contingent payoffs using only the realized payoffs (recall the first term in the modified regret). In fact, this is quite delicate, since the actions of the other players are never observed.
    ${ }^{7}$ We write $|A|$ for the number of elements of a finite set $A$.
    ${ }^{8}$ We write $\Delta(A):=\left\{p \in \mathbb{R}_{+}^{A}: \sum_{a \in A} p(a)=1\right\}$ for the set of probability distributions over the finite set $A$.

[^5]:    ${ }^{9}$ The reason for this restriction will be explained below.

[^6]:    $\overline{{ }^{10} \text { I.e., } z_{t}^{-i}\left(s^{-i}\right)}:=\left|\left\{\tau \leq t: s_{\tau}^{-i}=s^{-i}\right\}\right| / t$ for each $s^{-i} \in S^{-i}$.
    ${ }^{11}$ Note that $D H_{t}^{i}(k)=\sum_{j \neq k} D_{t}^{i}(j, k)$; we can thus refer to $D H_{t}^{i}(k)$ as the "unconditional regret for $k$, " and to $D_{t}^{i}(j, k)$ as the "regret for $k$, conditional on $j$."

[^7]:    $\overline{{ }^{12} \text { We write } \mathbf{1}_{E}}$ for the indicator of the event $E$ (i.e., $\mathbf{1}_{E}=1$ if $E$ occurs and $=0$ otherwise).

[^8]:    ${ }^{13}$ Note that $\beta_{t+w}(j)$ is measurable with respect to $h_{t+w}$ (actually, it depends only on $h_{t+w-1}$ and $s_{t+w}^{-i}$, but not on $s_{t+w}^{i}$ ).

[^9]:    ${ }^{16}$ When $\gamma=0,(9)$ is $1<\xi<2$.

[^10]:    ${ }^{17}$ Which is based on a Central Limit Theorem estimate. Note that here (unlike the Main Theorem of $[\mathrm{HM}]) \Pi_{t}$ is a strictly positive stochastic matrix: all its entries are $\geq \delta_{t} / m>0$. It can then be shown that $\left|\left(\Pi_{t}\right)^{w+1}(k, j)-\left(\Pi_{t}\right)^{w}(k, j)\right| \leq$ $\left(1-\delta_{t} / m\right)^{w}$. This alternative estimate can be used instead of $O\left(w^{-1 / 2}\right)$ (but we then need $\gamma<1 / 5$ rather than $\gamma<1 / 4$ ).

[^11]:    ${ }^{18}$ It is interesting to note that, while the regrets are invariant to a change of origin for the utility function (i.e., adding a constant to all payoffs), this is not so for the modified regrets. Nonetheless, Step 13 shows that the resulting difference is just a martingale converging a.s. to 0 .
    ${ }^{19}$ When $\gamma=0$ (and thus $\delta_{t}-\delta_{t+v}=0$ ), this yields an (over)estimate of $O\left(n^{-1}\right)$, which will turn out however not to matter.

